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Abstract

In this paper, using data from the 2019 TIMSS (Trends
in International Mathematics and Science Study) test in
Iran, we aim to find a method to predict students’ scores
in two subjects: mathematics and science. The major
challenge with this database is the large number of fea-
tures related to schools, teachers, and students, which
makes finding and training a model for this classifica-
tion difficult. Therefore, by applying feature selection
and dimensionality reduction techniques, first on each
type of feature and then on a dataset composed of all se-
lected features, we attempt to find the best classification
algorithm and the set of most impactful features on this
performance. Finally, using the RFE (Recursive Fea-
ture Elimination) method for dimensionality reduction
and three different classification algorithms, we identify
13 features that influence student scores. Additionally,
we determine the algorithm that performs best on these
selected features, which, in this research, is the gradient
boosting algorithm.

Keywords: TIMSS 2019, Educational Data Mining,
and Feature Selection

1 Introduction

The data related to student academic performance is
constantly increasing, and this can optimize and sim-
plify the process of analyzing and predicting student
outcomes. If an instructor can estimate students’ per-
formance before final exams based on their behavior and
environmental factors, it can greatly aid in optimizing
the continuation of education. Additionally, examining
which factors have had a positive impact on students’
academic results over the course of a school year can
significantly influence educational policy-making in dif-
ferent countries.

In this research, we aim to answer two questions:

1. How many parameters have the greatest impact on
predicting student performance, and which parameters
are they?
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2. Which classification methods perform better in
predicting student performance?

The implementation details and code used in this
research are publicly available at GitHub repository
to ensure reproducibility and transparency. https:

//github.com/nargesghan/Classifying-students

2 Related works

In the field of predicting student performance, recent
research often seeks to address questions such as which
classification algorithms yield the best predictions and
which student-related features have the most significant
impact on academic outcomes. For example, in [1], the
predictive power of various data sources, including in-
stitutional data, learning management system (LMS)
data, and survey data, is analyzed to predict periodic
scores and final GPA scores of students. This study
also explores biases in predictions across diverse student
groups, such as disadvantaged populations and ethnic
minorities.

Numerous studies have investigated factors influenc-
ing academic success. For instance, in [2], the effect of
prior academic performance on graduation outcomes is
examined using data from 1,841 engineering students
at Covenant University, Nigeria. The study utilizes six
algorithms—Probabilistic Neural Network (PNN), Ran-
dom Forest, Decision Tree, Naive Bayes, Tree Ensem-
ble, and Logistic Regression—on the KNIME platform,
comparing their performance via accuracy metrics and
regression models. Similarly, [3] evaluates the influence
of demographic factors, such as gender and age, on aca-
demic performance, while psychological effects, includ-
ing interest, stress, and anxiety, are explored in [4].

To enhance interpretability for non-expert users such
as educators, studies like [5] leverage associative classi-
fication techniques. Using data from 5,000 engineer-
ing students at Polytechnic University of Turin, this
research generates interpretable rules linking features
(e.g., high school grades, LMS usage) with the likelihood
of passing or failing exams, comparing these classifiers
against models like Decision Trees, Support Vector Ma-
chines, and Neural Networks.

Building on this body of work, recent studies have
specifically leveraged data mining methods to explore
students’ academic engagement. For example, Şevgin
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and Eranıl (2023) investigate school engagement (SE)
among Turkish eighth-grade students using the TIMSS
2019 dataset[7]. Employing Random Forest models,
the study identifies key factors such as bullying, in-
structional clarity, and students’ confidence in science
and mathematics, with SE explaining 69.6% and 75.7%
of variance in science and mathematics, respectively.
These findings underscore the importance of reducing
bullying and enhancing instructional practices to foster
engagement and improve educational outcomes.

Similarly, a study using TIMSS 2019 data from Mo-
rocco[8] explores machine learning models to predict
student performance in mathematics. Logistic Regres-
sion, KNN, SVM, Decision Trees, and Random Forests
are evaluated, with Decision Tree and Random Forest
models achieving the highest accuracy (68%). This re-
search highlights the utility of socio-academic features,
such as students’ home environment and attitudes to-
ward learning, in guiding educational interventions.

Together, these studies demonstrate the potential of
data mining and machine learning approaches to not
only predict student outcomes but also provide action-
able insights for educators and policymakers. By in-
tegrating socio-psychological variables with advanced
algorithms, these works contribute to a deeper under-
standing of the complex dynamics influencing student
performance.

3 Materials and methods

3.1 workflow

The TIMSS exam is a test that is conducted every four
years in several countries around the world for students
in the fourth and eighth grades. The significance of this
exam lies in the fact that all participating countries
respond to common questions with a specific number
of sampled schools. Therefore, it serves as a valuable
source for examining and comparing these countries. In
this research, we use the results of the 2019 TIMSS exam
for Iran. This dataset, in addition to the exam results,
contains extensive information about students, teach-
ers, and schools, making the range of analyzable factors
quite broad.

In this study, we have four different types of data.
The first set includes student-related data, such as the
education level of their parents, students’ expectations
of themselves in mathematics and science, gender, and
their access to educational resources like books, tablets,
the internet, computers, and more. Another dataset
contains teacher-related features, including their per-
sonal characteristics, such as years of experience, level
of education, and their teaching methods.

A third dataset deals with school-related informa-
tion, including economic conditions, parental involve-
ment, and more.

Lastly, we have the dataset related to exam results.
Each of these types of data can be considered as im-

pactful features on the test results. Therefore, we run
each classification algorithm three times, once for each
type of data, to observe the effect of each environmen-
tal, teacher, and student-related parameter on the final
TIMSS test results. However, each of these datasets
contains numerous features, which can still lead to over-
fitting and may also irrationally affect the prediction
of student performance. Thus, we use feature selec-
tion and dimensionality reduction methods to limit the
data to those features that enhance the model’s per-
formance and contribute meaningfully to predicting the
final results. The methods employed in this research
include Random Forest and Recursive Feature Elimina-
tion (RFE).

After reducing the data dimensions, we use classifi-
cation algorithms such as Random Forest and Logistic
Regression to predict student performance. Finally, we
evaluate the models. At this stage, in addition to com-
paring the two selected models on one dataset, we also
compare the prediction results using different types of
data, examining which data types have the greatest im-
pact on student performance.

In the end, we select the most important features from
each dataset and combine them into a new dataset, aim-
ing to predict student scores based on these features,
which span all types of data. For this, we use four mod-
els: SVM, Logistic Regression, Decision Tree, and Ran-
dom Forest. Each of these models may use a different
number of input features, which we compare based on
the number of features, ultimately identifying the most
important features and the best algorithm.

3.2 dataset

The data used in this research includes the 2019 TIMSS
exam results for Iran. This dataset contains extensive
information about students, teachers, and schools, but
for simplicity, we examine only a few of them. The stu-
dent data analyzed in this study includes: The teacher-
related data. Each math and science teacher has dif-
ferent characteristics and teaching methods, which are
shown in the Table 1.

The school-related features are displayed in Table 2.
Finally, we had a Table 3 that included numerous fea-

tures related to student performance in the exam, their
results, and their scores. Questions from each math and
science topic were included in the exam, and for each
topic, we calculated an average score based on all re-
lated questions. We then recorded the overall average
of these columns as the students’ final math and sci-
ence scores. This approach ensured that each topic and
each question contributed equally to the target column.
Afterward, by calculating the overall average math and
science scores for the country of Iran, we divided the
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students into two categories: above average (1) and be-
low average (0).

Science Teacher Features Math Teacher Features
Years Teaching Years Teaching

Education Level Completed Education Level Completed
Major Mathematics Major Mathematics

Major Biology Major Biology
Major Physics Major Physics

Major Chemistry Major Chemistry
Major Earth Science Major Earth Science

Major Edu Mathematics Major Edu Mathematics
Major Edu Science Major Edu Science
Major Edu General Major Edu General
Ask New Content Ask New Content
Ask Other Plan Ask Other Plan

Ask Different Experiment Ask How to Solve
Ask Plan Experiments Ask Review Procedures

Ask Conduct Experiments Ask Apply Learned Concepts
Ask Conduct Experiment Ask Model Already

Ask Plan Procedures Ask Same Ability
Ask Interpret Data Ask Use Evidence
Ask Use Evidence Homework Assigned Frequency

Ask Read Textbooks Time Spent on Homework
Ask Mentor Facts Computer Tablet

Ask Mentor Results Number of Students in Class
Ask Same Ability Groups School Emphasis Academic Success

Ask Same Ability Teaching Limited by Student Needs
Ask Same Ask

Frequency Set Homework
Textbook Used

Teacher Availability Class
School Emphasis Academic
Teachers Engages Science

Table 1: Science and Math Teacher Features

School Features
School ID

Economic Affluence
Existing School Library
Parental Involvement

Emphasis on Academic Success

Table 2: School Features

3.3 data preprocessing and adjusting feature selec-
tion algorithms

For better performance of the selected algorithms, some
preprocessing steps must be performed on the data be-
fore training the algorithms. In this study, the following
steps were taken:

1. Converting Categorical Features to Nu-
meric:

Several columns in the dataset contained non-
numeric values, rendering them incompatible with
classification algorithms. However, as these
columns represented ordinal data, they could be ef-
fectively converted to numerical values by mapping
the ordinal categories to corresponding numerical
codes.

Student Features
Gender

Books at Home
Home Computer Tablet

Home Own Room
Home Internet Connection

Parent A Education
Parent B Education

Education Expectation
Enjoy Math

Math is Boring
Do Well in Math
Math is Difficult
Enjoy Science

Science is Boring
Do Well in Science
Science is Difficult

Absent
Belong to School

Table 3: Student Features

2. Data Normalization and Dimensionality Re-
duction:

Feature selection is a crucial step in data pre-
processing, particularly when working with high-
dimensional datasets. The objective is to identify
a subset of relevant features that have the great-
est impact on the model’s predictive performance.
In this study, we applied Recursive Feature Elim-
ination (RFE) to reduce the dataset’s dimension-
ality. RFE was implemented with several models,
including Logistic Regression, Decision Tree, Ran-
dom Forest, and Gradient Boosting.

RFE is a wrapper-based feature selection method
that recursively eliminates the least important fea-
tures, building a model with the remaining ones at
each step. This process continues until a specified
number of features remain. Feature importance is
determined based on the model’s performance.

In the first step, we train a model (e.g., Support
Vector Machine, Random Forest) on the entire
dataset. Then, we rank all features according to
their importance (e.g., in decision trees, feature im-
portance can be measured by the impurity index,
while in logistic regression, it can be determined by
the feature coefficients). Next, the least important
feature(s) are removed, and the process is repeated
with the reduced set of features until the desired
number of features is reached.

To determine the number of output features for
each algorithm, we first calculated the covariance
of the initial features with the target column. The
number of features was set to match the number
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of columns whose absolute covariance was greater
than 0.1.

3.4 classifier selection and evaluation metrics

We applied the algorithms Logistic Regression, De-
cision Tree, Random Forest, and Gradient Boosting
on datasets created from student, teacher, and school
data, using the selected features from the previous step.
These models were trained twice—once for math and
once for science—to classify students into two cate-
gories: above average and below average.

Finally, we evaluated the models using the following
classification metrics:

Notation

• TP: True Positives

• TN: True Negatives

• FP: False Positives

• FN: False Negatives

• Accuracy: The ratio of correctly predicted sam-
ples to the total samples:

Accuracy =
TP + TN

TP+ TN+ FP + FN

• Precision: The ratio of correctly predicted posi-
tive observations to the total predicted positives:

Precision =
TP

TP + FP

• F1-Score: The harmonic mean of Precision and
Recall, providing a balance between the two:

F1-Score = 2 · Precision · Recall
Precision + Recall

We then analyzed the models’ performance on each
dataset to determine which type of data (student,
teacher, or school) is most effective in predicting stu-
dent performance. The best classification methods for
each dataset were identified. We selected a number of
features from each of the three separate dataframes (stu-
dent, teacher, and school) based on their correlation
with the target column, which was the class of math
or science scores for the students. We then combined
these features into a new dataframe that included the
selected features and the main target variables. We ap-
plied Support Vector Machine (SVM), Random Forest,
Logistic Regression, and Decision Tree models on this
new dataframe. Additionally, we reduced the number
of features step-by-step and retrained the models to ob-
serve changes in accuracy.

4 Results

Each of the different datasets related to school, student,
and teacher was evaluated using four algorithms: Lo-
gistic Regression, Decision Tree, Random Forest, and
Gradient Boosting. These evaluations were based on
accuracy, precision, recall, and F1 score. Among the al-
gorithms, Gradient Boosting achieved the highest accu-
racy, 76%, for predicting math and science scores using
student-related data. For each dataset, the algorithm
with the best performance was used as a benchmark for
feature selection. For instance, Random Forest, with its
high accuracy, was identified as the optimal choice for
feature selection in school-related datasets for predict-
ing science scores (Figure 2). A similar approach was
applied to other datasets and target variables to select
the best algorithms for dimensionality reduction.

Two new datasets were then created by combining
selected features—a total of 18 features—for math and
science. Classification and dimensionality reduction al-
gorithms were applied to these combined datasets. As
shown in Figures 3 and 4, features for each dataset were
selected based on wrapper algorithms combined with
Recursive Feature Elimination (RFE). For the school
dataset, Random Forest and Decision Tree were cho-
sen for science and math, respectively. For teacher-
related features, Gradient Boosting was selected for sci-
ence, while Random Forest was used for math. Student-
related features had the highest correlation with the
target variables, contributing the most features (10 for
both math and science) due to their significant impact
on predictions.

Figure 1: Prediction of Students’ Math Scores with Dif-
ferent Datasets Using Four Algorithms: Logistic Re-
gression, Decision Tree, Random Forest, and Gradient
Boosting.

The performance of the four algorithms was also ana-
lyzed based on the number of input features (Figure 5).
Decision Tree performed well with fewer than three fea-
tures, but all algorithms underperformed with five fea-
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Figure 2: Prediction of Students’ Science Scores with
Different Datasets Using Four Algorithms: Logistic Re-
gression, Decision Tree, Random Forest, and Gradient
Boosting.

Figure 3: Selected features for science score prediction,
grouped by dataset.

Figure 4: Selected features for math score prediction,
grouped by dataset.

tures. The Gradient Boosting algorithm achieved the
best overall performance when trained on 13 features
for both math and science. These 13 features, identified

Figure 5: Comparison of feature counts, F1-score, and
accuracy across algorithms.

as the most impactful, are ranked by priority in Figure
6.

Figure 6: Final selected features prioritized by Gradient
Boosting.

The 13 selected features included teacher-related
factors such as teaching experience, class size, and
the school’s emphasis on student success. Student-
related features, such as the number of books avail-
able at home, parents’ education levels, students’ self-
assessment, their expected educational level, and per-
ceived difficulty of math and science, were also highly in-
fluential. Among school-related features, school wealth,
family involvement, and the emphasis on academic suc-
cess were notable contributors. Since math and science
scores were highly correlated, the selected features for
both subjects were largely similar, as shown in Figure
6.
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