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Abstract

In modern deep learning models, long training times
and large datasets present significant challenges to both
efficiency and scalability. Effective data curation and
sample selection are crucial for optimizing the train-
ing process of deep neural networks. This paper intro-
duces SALN, a method designed to prioritize and select
samples within each batch rather than from the entire
dataset. By utilizing jointly selected batches, SALN
enhances training efficiency compared to independent
batch selection. The proposed method applies a spec-
tral analysis-based heuristic to identify the most infor-
mative data points within each batch, improving both
training speed and accuracy. The SALN algorithm sig-
nificantly reduces training time and enhances accuracy
when compared to traditional batch prioritization or
standard training procedures. It demonstrates up to an
8x reduction in training time and up to a 5% increase
in accuracy over standard training methods. Moreover,
SALN achieves better performance and shorter training
times compared to Google’s JEST method developed by
DeepMind. The code and Jupyter notebooks are avail-
able at github.com/rezasharifi82/SALN.
Keywords: Spectral Analysis, Data Curation, Joint
Batch Selection

1 Introduction

The effectiveness of a deep learning model’s training
process largely depends on the quality of the data to
which the model is exposed. High-quality data enables
the model to learn accurately and generalize well to
new, unseen data, improving its overall performance.[5].
Training a deep neural network model on a curated
dataset can significantly improve both accuracy and ef-
ficiency [8].

There are many well-known methods that apply a
kind of data point selection heuristic on the individual
manner[7]. However, batches of data can have inter-
dependencies [1] that may lead to much better results
than processing them individually [23]. Moreover, there
are some approaches for selecting well-informed batches
of data and using them in the training process. These
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methods represent algorithms or criteria for selecting
batches of data that may gain the most information
from our dataset [8].

In this paper, a heuristic is proposed to select the
most informative batch of data, which can lead to better
accuracy as well as shorter training time. This method
is based on the principles of eigenvalues and eigenvec-
tors, leveraging these mathematical tools to identify the
core structure and the most informative parts of the
data [16, 20], rather than using random selection im-
proved by loss control [8].

2 Related Work

JEST: Selecting an informative batch of data can lead
to a dramatic improvement in training time and com-
putational resource usage of the model. Recent research
conducted by Google DeepMind has shown that select-
ing an informative batch of data can lead the model
to significantly reduce iterations and computations [8].
Moreover, it can achieve the same or even better per-
formance compared to using all of the data.

Spectral approaches:Past research has explored
various methods for enhancing the efficiency of machine
learning models, particularly through the use of spec-
tral techniques. Eigenvectors and eigenvalues have been
central to Principal Component Analysis (PCA) and
Spectral Clustering, where they are used to identify the
most significant dimensions in the data. These meth-
ods have proven effective in reducing the complexity
of data and uncovering latent structures, which can im-
prove model performance [16, 20]. In the context of data
selection, prior work has focused primarily on filtering
or pruning individual samples based on heuristics such
as importance sampling or noise reduction [24]. Addi-
tionally, methods such as Core-set selection have been
introduced to identify a small but representative subset
of data for training large-scale models, reducing com-
putational costs while maintaining accuracy as good as
possible [2]. These approaches, however, often operate
on individual samples and do not take significant advan-
tage of the relationships between batches of data points.
Recent works have also explored spectral learning tech-
niques to guide batch selection. Methods like Spectral-
Net [25] utilize the spectral properties of data to group
data points into batches that better capture the under-
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lying structure of the dataset, resulting in more efficient
training.

Batch Selection: Batch selection in machine learn-
ing has gained considerable attention in recent years [8]
as a strategy to improve the efficiency of training mod-
els, particularly deep neural networks. Unlike meth-
ods that focus on individual data point selection, batch
selection methods aim to identify groups of data that
are most informative or representative together, thereby
accelerating the learning process and improving model
performance [8]. Early work on mini-batch gradient de-
scent [4] demonstrated that training on small batches
of data could significantly reduce computational time
while retaining much of the accuracy of full-batch meth-
ods. Since then, several approaches have been devel-
oped to enhance the effectiveness of batch selection. For
instance, Core-set selection [24] selects small but repre-
sentative subsets of data that approximate the original
dataset’s distribution, leading to faster convergence and
lower resource usage.

Active Learning: In the context of active learn-
ing, batch active learning approaches such as Batch-
BALD [17] seek to select batches of data that maximize
the information gain during training. This contrasts
with traditional active learning techniques that focus on
one data point at a time, demonstrating the benefits of
jointly selecting data in batches for training efficiency.

3 Methods

3.1 Data Preparation

Data preprocessing plays a crucial role in the training
process of machine learning models [11]. Proper pre-
processing can mitigate issues such as overfitting [19]
and ensure the model generalizes better to unseen data
[3]. In this study, I have used the Oxford-IIIT Pet
Dataset [22] as the primary dataset and the CIFAR-
10 as the secondary dataset for training the model. The
Oxford-IIIT Pet Dataset contains images of 37 different
breeds of cats and dogs, which are labeled and cate-
gorized. Meanwhile, the CIFAR-10 dataset consists of
60,000 32x32 color images in 10 classes, with 6,000 im-
ages per class and training and test sets of 50,000 and
10,000 images, respectively.

The data augmentation techniques used in this study
are as follows:

• Horizontal Flip: Random horizontal flipping
helps the model improve its robustness to horizon-
tal orientation variations [19].

• Rotation: Random rotation by α = 15 can sig-
nificantly help the model become invariant to rota-
tional changes [26].

• Change on jitter: To prevent overfitting, one of
the most significant augmentations is to adjust the
jitter parameters [13]. That involves the following
configurations:

– Brightness: 0.2

– Contrast: 0.2

– Saturation: 0.2

– Hue: 0.1

• Resize: This ensures a uniform input size for all
images, which is essential for deep neural networks
[27].

• Normalization: Normalizing the pixel values to
standardize the input data. The parameters of
mean and standard deviation has been set to an
appropriate number due to ImageNet statistics.
[15, 19].

– Mean: [0.485, 0.456, 0.406]

– Std.: [0.229, 0.224, 0.225]

These augmentations were applied to the training
data. However, for the test data, since data augmen-
tation is not appropriate [10, 26] , I have just used re-
sizing, cropping, and normalization. Also, I split my
dataset into training, validation, and test sets.

3.2 The model

In this study, I used the pre-trained ResNet-18 model
as my main classifier for several reasons:

• Vanishing Gradients problem: The residual
connections in ResNet-18 efficiently prevent the
vanishing gradient problem by allowing information
to bypass layers, facilitating the training of deeper
networks [12].

• Strong Transfer Learning Performance:
ResNet-18 is strong enough to capture complex
features while still being lightweight, which is en-
hanced by its pre-trained configuration [18, 12].

• Accessability: Resnet-18 is available in PyTorch
and there is no need to be built from scratch.

So, because of all the reasons listed above, I de-
cided to use the pre-trained version of ResNet-18 as a
lightweight, reliable model that is generalized enough
to perform significant classification tasks. As the fi-
nal layer of this model, I modified the output of the
fully-connected layer to have appropriate units, which
is corresponds to the number of classes in each dataset.
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3.3 Loss function and Optimizer

For all of the experiments, I have used CrossEntropy-
Loss as the ideal loss function for multi-class classifica-
tion tasks. It combines LogSoftMax and negative log
likelihood into one function [10].

Meanwhile, for the optimization task, I have used
Stochastic Gradient Descent (SGD) with momentum =
0.9 and learning rate = 0.001.

3.4 Joint example selection

Joint example selection with sigmoid loss is a new
method introduced by Google DeepMind [8]. It is an
intuitive procedure for selecting data in a meaningful
way from a batch, rather than relying on random selec-
tion, to feed into the model. This algorithm is based on
several important principles [8]:

• Loss calculation: This algorithm needs both ref-
erence loss and learner loss.

– Reference loss: The model’s current perfor-
mance on each example.

– Learner loss: A reference loss that could rep-
resent a baseline(performance of a reference
model).

• Filter ratio: This ratio is a hyperparameter which
is used to select the amount of data.

• Interaction: This algorithm uses an intuitive pro-
cedure to prioritize those data from a batch which
are most informative rather than others. In fact,
it calculates the impression of selected data on the
remaining ones, as well as the remaining ones on
the selected data. In the other word, it can mea-
sure how the selected data could interact with a
remaining one.

• Not using old ones: This algorithm uses a prob-
ability distribution which assigns a very-low weight
to the previously selected samples. This action
would guarantee the algorithm will not choose the
previously-selected samples.

• Size of chunks: This algorithm has a parame-
ter that adjusts the number of data points repre-
sentable in each chunk, associated with the filter
ratio.

3.5 SALN(My method)

In this approach, I’ve utilized spectral analysis to iden-
tify and prioritize the most informative data based on
their structural significance within a batch. Since using
spectral approaches can leverage the core structure of
the data [20, 21], my methodology consists of the fol-
lowing steps:

1. Feature extraction: Using a pre-trained model
without fine-tuning to extract features from the
whole dataset can dramatically reduce time and
computational resources [10]. This step is crucial
in this study in order to have a comprehensive fea-
tures for each data point. I have used ResNet-50
as a reference pre-trained model to extract the fea-
tures of each data and convert them to a vector.

2. Compute similarity matrix: For each batch of
data,computing a similarity matrix S using cosine
similarity can significantly improve the algorithm’s
understanding of meaningful structures, which is
useful for further spectral analysis. [28, 20].

3. Degree matrix: The degree matrix D is a diag-
onal matrix where each element Dii represents the
sum of the similarities of all relevant data point i
in a dataset. The degree matrix plays a key role in
defining the Laplacian matrix [6].

4. Laplacian matrix: The Laplacian matrix L is de-
rived from the degree matrix D and the similar-
ity matrix S, typically computed as L = D − S.
The Laplacian matrix encodes the structure of
the dataset by capturing the relationships between
data points.

5. Eigen decomposition: To score the data and
their relationships, the second smallest eigenvalue
of the Laplacian matrix is calculated, which cor-
responds to the Fiedler value [9]. This approach
utilizes the spectral properties of the Laplacian
to identify samples that are essential for preserv-
ing the structural integrity of the current batch
[9, 20, 21].

6. Informative indices: The resulting vector con-
sists of indices corresponding to the most informa-
tive data points in the current batch. The size of
this vector is determined by the filter ratio.

7. Joint batch sampling: Similar to the JointExam-
ple Selection algorithm [8], the introduced method
implicitly uses the similar criteria, with a slight dif-
ference in the scoring mechanism, which is handled
through spectral analysis.

3.6 Algorithm

The following algorithm describes the procedure for
Joint batch sampling using Laplacian matrix and spec-
tral analysis. The algorithm takes as input a batch of
feature vectors corresponding to current batch’s data.
These vectors had been extracted in the manner which
has described in previous section. Now the algorithm
selects data points which are the most informative in
this batch relative to filter ratio parameter. The filter
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ratio parameter, is a hyper-parameter which can spec-
ify how many data should be selected from this batch.
At the end, the algorithm returns the most informa-
tive indices, corresponding to extracted properties from
Fiedler vector. These indices are going to be used fur-
ther in the training loop with an specific intention to
reduce number of processing input data.

1 def Joint_batch_sampling(current_batch_data,
filter_ratio=0.8):

2

3 # Number of images (samples) in this batch
4 n_images = current_batch_data.size(0)
5

6 batch_data = current_batch_data.detach().cpu
()

7

8 # Flatten the batch data to 2D
9 batch_data_flat = batch_data.view(n_images,

-1).numpy()
10

11 # Number of samples to select
12 n_draws = int(n_images * (1 - filter_ratio))
13

14 # Compute cosine similarity matrix
15 similarity_matrix = cosine_similarity(

batch_data_flat)
16

17 # Compute the degree matrix
18 degree_matrix = np.diag(similarity_matrix.

sum(axis=1))
19

20 # Compute the Laplacian matrix
21 laplacian_matrix = degree_matrix -

similarity_matrix
22

23 # Find eigens of Laplacian matrix
24 eigenvalues, eigenvectors = np.linalg.eigh(

laplacian_matrix)
25

26 # Extract the Fiedler vector
27 fiedler_vector = eigenvectors[:, 1]
28

29 # Sort the absolute values of the Fiedler
30 informative_indices = np.argsort(np.abs(

fiedler_vector))[-n_draws:]
31

32 return informative_indices

Algorithm 1: Joint batch sampling using spectral
analysis(SALN)

4 Experiments

All the experiments were conducted on those datasets
which have described in the previous section. The ex-
periments were conducted on a Google-Colab service
wit T4-GPU. Number of epochs and other important
factors were kept the same. The experiments have been
conducted on the same model, ResNet-18, with the same
hyper-parameters and configurations. The only differ-
ence between the experiments is the method of selecting
the data points in each batch during the 25 epochs.

4.1 Primary Dataset: Oxford-IIIT Pet

The primary dataset used in this study is the Oxford-
IIIT Pet Dataset, which contains images of 37 different
breeds of cats and dogs. The dataset is labeled and
categorized, making it suitable for classification tasks.

4.1.1 Standard training and SALN

The following experiment has been conducted to com-
pare the performance of the standard training method
as the baseline, with the proposed SALN method. The
standard training method uses no specific selection cri-
teria in order to select the data, while SALN employs
spectral analysis to identify the most informative data
points in each batch. The standard training method
processes the entire dataset without any form of selec-
tive sampling or data reduction. Every data point is
used during training, and no prioritization or filtering
is applied to optimize the learning process. The results
of this experiment consisted from several reports:

• Comparison between training and validation accu-
racy(%) of SALN and standard training, which has
represented in Table 1.

Method Training Validation
SALN 96.5% 94.02%
Standard Training 86.1% 76.49%

Table 1: Accuracy Comparison of SALN and Standard
Training

• Comparison between training and validation loss
of SALN and standard training, which has repre-
sented in Table 2.

Method Training Validation
SALN 0.1606 0.2102
Standard Training 0.4983 0.6546

Table 2: Loss Comparison of SALN and Standard Train-
ing

294



Sharifi SALN: Spectral-Based Joint Batch Selection Amirkabir University of Technology, October 23-24, 2024

• Comparison between test set accuracy of SALN
and standard training, which has represented in Ta-
ble 3.

Method Test Accuracy
SALN 86.8%
Standard Training 82.02%

Table 3: Comparison of SALN and Standard Training
Test results

• Comparison between training time of SALN and
standard training, which has represented in Ta-
ble 4.

Method Training Time (minute)
SALN 6.31
Standard Training 24.48

Table 4: Training time Comparison of SALN and Stan-
dard Training

• Standard Training accuracy and loss curves over 25
epochs, which has represented in Figure 1.

Figure 1: Accuracy and Loss Curves of Standard-
Training Method over epochs

• SALN accuracy and loss curves over 25 epochs,
which has represented in Figure 2.

Figure 2: Accuracy and Loss Curves of SALN Method
over epochs

4.1.2 JEST and SALN

The following experiment has been conducted to com-
pare the performance of the JEST method which has
proposed by Google DeepMind, and the SALN method.
The JEST method uses a specific selection criteria in
order to select the informative data. This criteria were
discussed in the previous section. The results of this
experiment consisted from several reports:

• Comparison between training and validation accu-
racy(%) of SALN and JEST, which has represented
in Table 5.

Method Training Validation
SALN 96.5% 94.02%
JEST 79.59% 75.54%

Table 5: Accuracy Comparison of SALN and JEST

• Comparison between training and validation loss of
SALN and JEST, which has represented in Table 6.

Method Training Validation
SALN 0.1606 0.2102
JEST 0.7309 0.8060

Table 6: Loss Comparison of SALN and JEST

• Comparison between test set accuracy of SALN and
JEST, which has represented in Table 7.

Method Test Accuracy
SALN 86.8%
JEST 87.55%

Table 7: Loss Comparison of SALN and JEST

• Comparison between training time of SALN and
JEST, which has represented in Table 16.

Method Training Time (minute)
SALN 6.31
JEST 14.87

Table 8: Training time Comparison of SALN and JEST

• JEST accuracy and loss curves over 25 epochs,
which has represented in Figure 3.
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Figure 3: Accuracy and Loss Curves of JEST Method
over epochs

• SALN accuracy and loss curves over 25 epochs,
which has represented in Figure 2.

4.2 Secondary Dataset: CIFAR-10

The secondary dataset used in this study is the CIFAR-
10 dataset, which contains 60,000 32x32 color images in
10 classes, with 6,000 images per class and training and
test sets of 50,000 and 10,000 images, respectively.

4.2.1 Standard training and SALN

Same as the primary dataset, the following experiment
has been conducted to compare the performance of the
standard training method as the baseline, with the pro-
posed SALN method. The results of this experiment
consisted from several reports:

• Comparison between training and validation accu-
racy(%) of SALN and standard training, which has
represented in Table 9.

Method Training Validation
SALN 81.99% 84.08%
Standard Training 85.54% 86.82%

Table 9: Accuracy Comparison of SALN and Standard
Training

• Comparison between training and validation loss
of SALN and standard training, which has repre-
sented in Table 10.

Method Training Validation
SALN 0.5080 0.4607
Standard Training 0.4055 0.3664

Table 10: Loss Comparison of SALN and Standard
Training

• Comparison between test set accuracy of SALN
and standard training, which has represented in Ta-
ble 11.

Method Test Accuracy
SALN 82.46%
Standard Training 82.56%

Table 11: Comparison of SALN and Standard Training
Test results

• Comparison between training time of SALN and
standard training, which has represented in Ta-
ble 12.

Method Training Time (minute)
SALN 22.66
Standard Training 39.41

Table 12: Training time Comparison of SALN and Stan-
dard Training

• Standard Training accuracy and loss curves over 25
epochs, which has represented in Figure 4.

Figure 4: Accuracy and Loss Curves of Standard-
Training Method over epochs

• SALN accuracy and loss curves over 25 epochs,
which has represented in Figure 5.

Figure 5: Accuracy and Loss Curves of SALN Method
over epochs

4.2.2 JEST and SALN

Same as primary dataset, the following experiment has
been conducted to compare the performance of the
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JEST method which has proposed by Google Deep-
Mind, and the SALN method. The results of this ex-
periment consisted from several reports:

• Comparison between training and validation accu-
racy(%) of SALN and JEST, which has represented
in Table 13.

Method Training Validation
SALN 81.99% 84.08%
JEST 72.81% 76.86%

Table 13: Accuracy Comparison of SALN and JEST

• Comparison between training and validation loss
of SALN and JEST, which has represented in Ta-
ble 14.

Method Training Validation
SALN 0.5080 0.4607
JEST 0.7832 0.6732

Table 14: Loss Comparison of SALN and JEST

• Comparison between test set accuracy of SALN and
JEST, which has represented in Table 15.

Method Test Accuracy
SALN 82.46%
JEST 77.72%

Table 15: Loss Comparison of SALN and JEST

• Comparison between training time of SALN and
JEST, which has represented in Table 16.

Method Training Time (minute)
SALN 22.66
JEST 37.68

Table 16: Training time Comparison of SALN and JEST

• JEST accuracy and loss curves over 25 epochs,
which has represented in Figure 6.

Figure 6: Accuracy and Loss Curves of JEST Method
over epochs

• SALN accuracy and loss curves over 25 epochs,
which has represented in Figure 5.

4.3 SALN data-selection visualization

In this section, the data selection process of the SALN
algorithm will be visualized. The visualization will show
the top 50% data points that were selected by the al-
gorithm in each batch. Here, I have selected Batch
No.0 and Batch No.1 from the Oxford-IIIT Pet dataset
and, Batch No.50 and Batch No.51 from the CIFAR-10
dataset.

Figure 7: SALN Data Selection Visualization of Oxford-
IIIT Pet Dataset

Figure 8: SALN Data Selection Visualization of CIFAR-
10 Dataset

4.4 Analysis of SALN Weights and Filters

In this section, an analysis of the model which has
trained on Oxford-IIIT Pet dataset will be presented.
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Since ResNet-18 is well-known, the focus will be on the
details of the final fully connected layer. The analysis
would be in two parts:

• Weights Heatmap of fully connected layer:
The heatmap in Figure 9 visualizes the weights of
the final fully connected (fc) layer in the model.
Each row represents a neuron in the fc layer, and
each column corresponds to a weight connected to
an input feature.

Figure 9: SALN Weights Heatmap of fully connected
layer

• Weights Distribution of fully connected
layer:Figure 10 shows the distribution of the
weights in the final fully connected (fc) layer. The
histogram represents how the weights are spread
across all neurons in this layer. A large concentra-
tion of weights near zero suggests that many con-
nections have small magnitudes, which is often seen
in models that are well-regularized. The range of
the weight values indicates how much emphasis the
model places on different input features, with any
outliers potentially showing connections that have
a stronger influence on the final predictions.

5 Discussion

The proposed method, SALN, introduces a novel ap-
proach to jointly batch sampling through the applica-
tion of spectral methodologies. This technique enhances
the selection of data points during training, aiming to
accelerate the learning process when compared to stan-
dard training methods.

The results from our experiments indicate that SALN
offers a substantial reduction in training time by uti-
lizing an optimized jointly batch sampling mechanism.
The spectral techniques employed in this method, en-
able the model to prioritize the most informative data.

Figure 10: SALN Weights Heatmap of fully connected
layer

And thereby, improving both the speed and effective-
ness of training procedure.

Additionally, the experiments demonstrate the high
potential of data bootstrapping in deep neural network
training process. By focusing on batches that maximize
the learnability, SALN ensures that the model is con-
sistently exposed to the most challenging and relevant
examples, which contributes to more efficient and ro-
bust learning.

In summary, SALN provides a promising advance-
ment in batch sampling strategies, offering significant
improvements in training efficiency, using less time than
JEST, without sacrificing model performance.
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