
A Comparative Study of YOLOv8 Segmentation and Detection Models for
Urban Object Detection & Classification in SAR Images

Arya Ahadi* Mohammadreza Hassannejad Bibalan�

Abstract

A comparative study of two distinct ap-
proaches—detection and segmentation using
YOLOv8—for object detection and classification
in Synthetic Aperture Radar (SAR) images was
conducted using a real-world dataset of Milwaukee
from Capella’s open data. This study highlights the
significance of object detection and classification in
urban development and land use, emphasizing their
applications in city planning, optimizing land alloca-
tion, and ensuring sustainable urban growth. Key
challenges in processing SAR images stem from their
grayscale nature and speckle noise, which complicate
analysis and require advanced algorithms. Results
indicate that the segmentation model consistently
outperforms the detection model in classification tasks
due to its ability to capture detailed spatial information
through pixel-wise masks. While the detection model
offers speed and efficiency, it struggles with cluttered
backgrounds, leading to lower precision. Conversely,
the segmentation model, despite requiring more com-
putational resources, provides better localization and
accuracy, making it better suited for the complexities
of SAR images and crucial for urban development
applications.
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1 Introduction

Synthetic Aperture Radar (SAR) aerial imaging offers
several advantages over traditional methods, such as op-
tical or infrared imaging. One key advantage is that
SAR operates in the microwave region of the electro-
magnetic spectrum, allowing it to capture images re-
gardless of weather conditions or lighting. This all-
weather, day-and-night capability makes SAR partic-
ularly useful in areas with frequent cloud cover or dur-
ing night operations, where optical systems might fail.
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Additionally, SAR can penetrate certain materials like
vegetation, ice, and even dry soil, providing more de-
tailed information about underlying surfaces [11].

These valuable features make SAR an ideal candi-
date for advanced image processing techniques, includ-
ing Artificial Intelligence (AI), Computer Vision, Ma-
chine Learning (ML), Deep Learning, and other meth-
ods to find and extract valuable and important infor-
mation from objects in these images.

Today, object detection on SAR images has various
potential applications across diverse fields. There is a
considerable amount of research on SAR images related
to natural disasters and ecosystem monitoring, predict-
ing the impacts on human life, environmental pollu-
tion, and devastating economic and social consequences
[14] [9] [1]. Another widely studied area in processing
these images is ship tracking in the event of a disaster.
Quickly identifying the position and status of vessels
is vital for rescue teams to deploy efficiently in disas-
ter areas. When responding to emergencies or natural
disasters, ship tracking technology plays a critical role
in supporting emergency rescue operations and improv-
ing the overall resilience of the maritime transportation
system [13].

But less attention has been given to urban develop-
ment applications, and fewer studies have been carried
out in this field. Land use and object classification us-
ing SAR images are useful for city planning, optimizing
land allocation, and ensuring sustainable urban growth.
SAR imagery can also be used for the automated detec-
tion of urban elements like buildings, roads, and other
man-made structures. It can help update maps, monitor
construction projects, and detect illegal developments.

Even though there are many applicable features and
advantages of SAR images, there are marked barriers to
achieving those goals. The main challenges in process-
ing SAR images arise from their grayscale nature and
speckle noise [7] [10], which make SAR images complex
to analyze, often necessitating advanced algorithms and
careful model selection. The aim of this work is to com-
pare two different approaches to identifying urban ob-
jects from SAR images: one based on a bounding-box
detection model and the other on a segmentation model.
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2 Experiment

2.1 Data-set and Labeling

The method was tested on a real-world SAR dataset of
Milwaukee, United States, collected by Capella’s open
data [2]. One of the primary challenges when working
with SAR images is their large size and high resolu-
tion. For example, the dataset included a TIFF im-
age with dimensions of 25,460x25,596 pixels, which was
too large for direct processing. To address this, the
image was divided into smaller tiles of 2048x2048 pix-
els, as shown in Fig. 1, creating a more manageable
dataset for training. This method necessitates accurate
labeling, which was achieved using the Computer Vision
Annotation Tool (CVAT). Given the difficulty of distin-
guishing object boundaries due to the complexity of the
objects, paths and roads were labeled using the polyline
labeling method, ensuring high-quality training data, as
shown in Fig. 2.

Figure 1: 2048x2048 tiles obtained from original SAR
image

2.2 The Computer Vision Model

YOLO (You Only Look Once) is an efficient model for
object detection and segmentation [15]. YOLO’s abil-
ity to perform detection and segmentation in real time
makes it well-suited for SAR data, which often requires
quick and accurate analysis. This speed is crucial when
dealing with large-scale SAR datasets, as it reduces

Figure 2: Labeling data-set in CVAT

computational overhead. Additionally, YOLO’s grid-
based detection system allows it to detect multiple ob-
jects in a single pass, making it effective for handling
the cluttered or noisy backgrounds typical of SAR im-
ages [3]. The adaptability of YOLO to segment objects
in challenging environments enhances its utility in SAR
image analysis.

To overcome these challenges, a robust YOLOv8
model with high recall and precision was required. The
YOLOv8x model (for bounding-box detection) and the
YOLOv8x-seg model (for segmentation) were selected
from the various YOLOv8 models. YOLOv8x-seg, the
extra-large variant, is known for its high accuracy, with
54.7 mAPbox, 43.8 mAPmask, 62.1 million parameters,
and 319 GFLOPS. This model achieves great precision
due to its complexity and ability to capture intricate
patterns, but it requires significantly high computa-
tional resources. Two different approaches were uti-
lized: one using a bounding-box detection model and
the other employing a segmentation model. Both mod-
els were trained on the gathered dataset tiles for 100
epochs to obtain the results shown in Fig. 3. The ob-
tained tiles of SAR images included about 50 tiles, with
40 used for training and 10 for validation.

3 Results

Both the detection and segmentation models exhibit re-
ductions in training losses, but the segmentation model
demonstrates greater stability in validation losses, es-
pecially in box loss. However, classification loss in the
segmentation model fluctuates more, particularly in the
early training epochs. One reason for this fluctuation
in the segmentation model is its finer pixel-level investi-
gation, which leads to the extraction of richer features.
Notably, the authors of this article also achieved promis-
ing results using the segmentation technique [5]. The
ability to learn finer pixel-level details is particularly
beneficial in SAR images, where object shapes, textures,

(a) Detection on bounding-
box model

(b) Detection on segmenta-
tion model

Figure 3: Detected object during validation process on
both models
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(a) Detection model metrics results

(b) Segmentation model metrics results

Figure 4: Detection and Segmentation model training metrics results

and boundaries can be challenging to identify due to
noise and reflections [6].

The segmentation loss in the segmentation model is
relatively high and noisy in validation during the first
epochs. However, this loss still decreases over time,
suggesting progress despite the noise. The segmenta-
tion model focuses on predicting object boundaries more
precisely, which is particularly challenging in SAR im-
ages where boundaries may not be clearly defined—a
challenge also encountered by Huang et al. [6]. The
constant refinement of these boundaries leads to fluctu-
ations in loss as the model improves its understanding
of pixel-level features.

Precision and recall were some of the indices used to
assess the identification of relevant vs. irrelevant items.
The segmentation model consistently outperforms the
detection model in precision and recall, particularly in
later epochs. This is especially important for SAR data,
where identifying objects with high precision is chal-
lenging due to cluttered backgrounds and noisy data.
As Marmanis et al. also demonstrated in their bound-
ary detection work using a segmentation model, this
approach provides better localization and delineation of
object boundaries due to its pixel-level attention [8].
Although the precision and recall of the segmentation
model decrease to some extent in the latest epochs, they
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(a) Detection model confusion matrix (b) Segmentation model confusion matrix

Figure 5: Confusion matrices of both models

still remain higher than those of the detection model.
This decrease in precision and recall may be due to over-
fitting [12], which can be mitigated by various methods,
such as increasing the dataset size.

Another metric used to measure the performance of
object detection is mAP. The mAP50(B) and mAP50-
95(B) values for the detection model fluctuate signif-
icantly during training. Initially, performance is low
(mAP50 starts at 0.05) but gradually improves to 0.2
for mAP50-95 by the end of training. The segmentation
model achieves higher overall mAP(B) values. By the
end of training, the mAP50(B) reaches close to 0.4, and
the mAP50-95(B) approaches 0.3. This suggests that
the segmentation model captures more accurate predic-
tions across various IoU thresholds, making it better
suited for the complex nature of SAR images due to
richer supervision at the pixel level [4]. Richer super-
vision helps improve overall accuracy and enhances the
model’s ability to detect objects at multiple IoU thresh-
olds, leading to higher mAP scores.

Figure 5 shows the confusion matrices of both mod-
els. As the figure depicts, the segmentation model has
overall better performance compared to the detection
model. The segmentation model predicted more objects
correctly in each class. Its confusion matrix has more
diagonal values compared to the detection model, which
represent correctly classified instances for each class, es-
pecially for Beach, Highway, and Park, with a detection
rate of 1.00.

4 Conclusion

This study compares two distinct ap-
proaches—detection and segmentation—for object
detection and classification in SAR images using

YOLOv8 models. The findings reveal that segmenta-
tion models consistently outperform detection models
in classification tasks, largely due to their ability to
capture more detailed spatial information and context.
Unlike detection models, which rely on bounding
boxes, segmentation models generate pixel-wise masks,
allowing for a more nuanced understanding of object
boundaries and interactions.
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