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Abstract

Current models of the Conversational Recommender
System (CRS) tend to suggest only one item at each
turn, which may increase the length of the conversation
and lead to user impatience. To overcome this limi-
tation, we conducted a questionnaire with 798 partici-
pants in order to assess user preferences for multi-item
recommendations within a conversational turn in the
movie recommendation domain. The results of the ques-
tionnaire clearly show that users have a strong prefer-
ence for multi-item recommendations within each turn,
especially when the interaction is with experts. We also
discuss that the datasets from existing CRS may not
be adequate to train models to meet users’ expecta-
tions for multi-item recommendations. This shows it is
important that have a dataset that better aligns CRS
models with real-world preferences. This work forms
the foundation upon which further work on developing
datasets of multi-item recommendations will be deliv-
ered for better conversational recommender systems.
Keywords: Conversational recommender systems,
multi-item recommendations, user preferences, CRS
datasets, movie recommendation, and personalized
recommendations.

1 Introduction

Conversational Recommendation Systems (CRSs) have
emerged as an attractive research area in recent years
[15, 34, 35, 40, 42] due to the substantial expansion of
intelligent systems, including chatbots and various e-
commerce platforms. In contrast to traditional recom-
mender systems, which focus on user-item interaction
data to generate recommendation results [1, 21, 38, 44],
CRSs aim to dynamically interact with users using nat-
ural language, infer their preferences, and provide high-
quality recommendations [4, 6, 30]. Moreover, while
traditional recommender systems present many items to
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users, requiring them to choose from the recommended
options, CRSs offer a more engaging and personalized
experience [30].

As mentioned, CRSs provide more personalized rec-
ommendations to users while avoiding confusion users
by not presenting them with too many options. How-
ever, to the best of our knowledge, most existing CRSs
recommend only one item at each turn of conversation
[16, 22, 23, 26, 32, 33, 36, 37, 41, 42, 43, 45]. Con-
sequently, the conversation may be too long and users
may leave the conversation before receiving a recom-
mendation that aligns with their preferences, cause of
a lack the patience for lengthy chats. Therefore, our
main research question is: how many items should
be recommended at each turn of the conversa-
tion?

To address the above question, we first focused on the
movie conversational recommendation domain, which is
the most popular industry. Then, we checked why exist-
ing CRSs typically recommend only one movie at each
turn of conversation and whether there is a way to offer
more items. We found that this limitation comes from
the structure of existing CRS datasets in the movie do-
main, such as ReDial [14] and INSPIRED [9], where
most conversations involve recommending a single item
at each turn. So, our question evolved into another:
Are the current datasets suitable, or is it nec-
essary to develop another dataset, that recom-
mends more than one item at each turn? To an-
swer this question, we created an online questionnaire to
gather user preferences on how many movies they would
like to be recommended at each turn of conversation.
In the questionnaire, we focused on three movie recom-
mendation scenarios: when a movie is recommended by
a friend, by an expert, or by the users themselves to
someone else. You can find our questionnaire in the
Appendix A.

In this paper, we conducted field research to de-
termine user preferences regarding how many movies
should be recommended at each turn of the conversa-
tion. Our findings revealed that users prefer more than
one movie to be recommended per turn (See Section
4 for more details). This indicates the need for a new
dataset based on this condition, enabling conversational
recommender system (CRS) models to be trained to rec-
ommend more than one movie at each turn.
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The general structure of this paper is as follows: Sec-
tion 2 presents a literature review of available datasets
in the conversational recommender system field. Section
3 provides the methodology of this research, which is
based on a questionnaire. Section 4 presents the results
of the questionnaire and discusses the results. Finally,
Section 5 provides the conclusion of this research.

2 Literature Review

Conversational recommender systems are pretty new
on the research scene, so there aren’t many pub-
lic datasets available yet. Because of this, some re-
searchers in this field primarily worked with traditional
recommender system datasets (including Amazon [25],
BookCrossing1, Yelp2, LastFM [2], MovieLens [8], etc.),
adapting them to a Multi-round Conversational Rec-
ommendation (MCR) setting, as seen in studies like
[3, 17, 26, 27, 29, 33, 37]. Creating datasets for con-
versational recommendation systems task is hard since
these datasets need to have certain features to work well.
A good dataset should (1) have conversations and (2)
recommend items to the user during turns of conver-
sations. Also, to train a conversation recommendation
system model in a certain domain (like movies, books,
or music), the dataset needs to focus on that domain,
because each domain has its own special items and each
item has special attributes.

However, researchers in this field built conversational
datasets for this task, some of which are available. Ta-
ble 1 shows all available conversational datasets in the
CRS task. Other than the datasets that are presented
in Table 1, other conversational datasets for conver-
sational recommender systems have been proposed in
recent research, such as MGConvRex [39], E-ConvRec
[10], PEARL [12], which yet are still unpublished. As
noted in [13], among datasets mentioned in Table 1,
the ReDial dataset is currently the most widely used
in research. Nevertheless, in almost all its conversa-
tions, just one item is recommended to the seeker by
the recommender at each turn. It shows that even a
benchmark dataset in the CRS field does not focus on
the user request and has approximately 10 turns per
dialogue, which is a lot for impatient users.

In this study, we focused on the user’s request for
how many movie recommendations at each turn of the
conversation. For this, we used field research with a
questionnaire and asked users about their requests over
all the world. In the next section, we discussed this in
detail.

1https://grouplens.org/datasets/book-crossing/
2https://www.kaggle.com/datasets/yelp-dataset/

yelp-dataset

3 Methodology

As mentioned in the introduction (Section 1), available
datasets in the domain of movie conversational recom-
mendation, almost recommend just only one movie per
conversational turn. In this study, we focused on in-
vestigating if such recommendations are interesting to
users, and for this, a questionnaire was developed to
measure potential multi-item recommendations usage
in conversations. This questionnaire was made avail-
able in both Persian and English languages in order to
reach users of different cultures and backgrounds and
collect data relevant to the research on the features
of conversational recommendations. (For more details,
the English version of this questionnaire is available in
Appendix A, and the Persian one is just translated
from that). We made this bi-lingual questionnaire with
Google Forms3 and shared it on social media networks,
such as LinkedIn, WhatsApp, Telegram, and Instagram
for Iranian and non-Iranian communities.

The questionnaire was filled out by 798 respondents,
of whom 749 were identified as Iranian and 49 as non-
Iranian. Such a sample would ensure that both the local
as well as the international views are more or less repre-
sented. This sampling approach was adopted to explore
any cultural variations in conversational recommenda-
tion expectations and to determine a general preference
pattern that could be generalized across different user
groups. The respondents field this questionnaire from
27th September 2023 until 4th February 2024. The
statistics of respondents are provided in Table 2. As
you can see, most of them are women, and the average
age of all respondents is 30.18.

As you can see details of the questionnaire in Ap-
pendix A, is obvious, that the focus of this question-
naire is the number of movie recommendations that
users would like to receive in each conversational turn.
We aimed to focus on questions that would elicit the sit-
uation of recommendation solicitation, either by friends,
professionals, or themselves, to see if preferences would
differ with the situation.

Before we analyzed the results of the collection data,
we did some preprocessing on them. For example, some
respondents explained their answers, and we changed
their explanation to a number between 1 and 4, or an
expression (more than 4), as our questionnaire was de-
signed. Also, some respondents wrote their answers as
1 or 2 movie recommendations; we changed half of them
to 1 and others to 2. Fortunately, such answers of the
respondents who watched movies in their free time are
an even number, so it could be divided by 2.

In the next section, we will discuss about the results
of the collection data.

3https://docs.google.com/forms
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Table 1: Available conversational datasets for CRS task

Dataset #Dialogue #Utterance Domain Language Published
Year URL

ReDial [14] 10, 006 182, 150 Movie English 2018 https://redialdata.github.io/
website/

CCPE-M [31] 502 11, 972 Movie English 2019 https://github.com/
google-research-datasets/ccpe

GoRecDial [11] 9, 125 170, 904 Movie English 2019 https://drive.google.
com/drive/folders/
1nilk6FUktW2VjNlATdM0VMehzSOPIvJ0

OpenDialKG
[28]

15, 673 91, 209

Movie
Book
Sport
Music

English 2019 https://github.com/
facebookresearch/opendialkg

DuRecDial
[20]

15, 673 91, 209

Movie
Music

Movie star
Food

Restaurant
News

Weather

Chinese 2020 https://baidu-nlp.bj.bcebos.
com/DuRecDial.zip

TG-ReDial
[46]

10, 000 129, 392 Movie Chinese 2020 https://github.com/RUCAIBox/
TG-ReDial

INSPIRED [9] 1, 001 35, 811 Movie English 2020 https://github.com/sweetpeach/
Inspired

COOKIE [5] − 11.6 M E-commerce English 2020 https://github.com/zuohuif/
COOKIE

DuRecDial 2.0
[19]

16, 482 255, 346

Movie
Music

Movie star
Food

Restaurant
Weather

English
Chinese 2021 https://github.com/liuzeming01/

DuRecDial

U-NEED [18] 7, 698 53, 712 E-commerce Chinese 2023 https://github.com/LeeeeoLiu/
U-NEED

E-ReDial [7] 756 12, 003 Movie English 2023 https://github.com/
Superbooming/E-Redial

MobileConvRec
[24]

12.2 K 156 K

All 45
Categories

on
Google Play�

English 2024 https://huggingface.co/
datasets/recmeapp/MobileConvRec

� Including food & drink, news & magazines, music, shopping, social, sports, weather, etc.

Table 2: The statistics of respondents

Nationality Iranian 749
Non-Iranian 49

Gender
Female 546
Male 248
Other 4

Age
Min. 13
Max. 67
Avg. 30.18

Watch Movie Yes 704
No 94

4 Results and Discussion

In this section, for a better understanding of the results
of the requests of respondents, we visualized results in
the pie charts. As shown in Table 2, 704 respondents

watched movies in their free time, which is 88% of all re-
spondents. The following results are based on these re-
spondents. The analysis of the questionnaire responses
showed a notable preference among users for receiving
more than one movie recommendation at each turn of
conversational. Figure 1 shows this result for all three
scenarios (when a movie is recommended by a friend, by
an expert, or by the users themselves to someone else)
in the percentage. As shown in Figure 1, 74%, 85%,
and 78% of respondents would like to be recommended
more than one movie at each turn of conversation by a
friend, by an expert, and by themselves, respectively.

In the next step, we analyzed how much of them
would like to be recommended by 2, 3, 4, or more than 4
movies per conversational turn. These results are shown
in Figure 2. As shown in Figure 2, when movies would
like to be recommended by a friend, most of the respon-
dents (44% of them) want two movies recommended at
each turn. Furthermore, when one of the people in the
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(a) (b) (c)

Figure 1: (a) The percentage of the number of movies recom-
mended by friends. (b) The percentage of the number of movies
recommended by expert. (c) The percentage of the number of
movies recommended by themselves to other.

conversation is an expert, most persons (34% of them)
would like to be recommended four movies per turn.
In the end, when users recommended movies to others,
most of the respondents (44% of them) would like to
recommend two movies.

(a) (b) (c)

Figure 2: (a) The percentage of the number of movies recom-
mended more than two by friends. (b) The percentage of the
number of movies recommended more than two by expert. (c)
The percentage of the number of movies recommended more than
two by themselves to other.

These results give us two insights: (1) Users’ expec-
tations for recommendation volume differ depending on
the perceived expertise of the recommendation source,
and (2) a conversational recommender system is more
user-friendly and better aligns with real-world user ex-
pectations when the chatbot recommends more than
one movie at each turn of conversation. The second
insight proves that it is necessary to build or collect a
conversation dataset for the CRS task, which recom-
mends at least two items per conversational turn. The
building of such a dataset will remain for future work
since it is a hard task and needs at least 900 people for
crowd-work gathering data.

5 Conclusion

This paper indicates the limitation of the current
conversational recommendation systems, where most
datasets—including ReDial—usually limit each conver-
sational turn to just one recommendation. This field

research was conducted as a bilingual questionnaire in
which respondents showed a fantastic preference for
multiple movie suggestions per turn. This preference
suggests that current CRS models are still restricted
to datasets of single-item recommendation datasets and
thus fail to capture the expectations of the user, making
the conversation sometimes lengthy and not so intrinsi-
cally interesting.

Our findings support the fact that there is indeed a
need for the development of a CRS dataset that can sup-
port multi-item recommendations since this will align
better with real-world user interactions. Such a dataset
could improve user satisfaction in CRS applications,
making them more responsive to user preferences. This
would call for further work resulting in datasets con-
taining these multi-item recommendation preferences
to support enhanced CRS capabilities for general and
expert-driven recommendation scenarios.
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Appendix A

Our questionnaire was designed to be concise, with the fol-
lowing questions, to encourage more people to complete it.
It was created using Google Forms.

1. Gender:

⃝ Female
⃝ Male
⃝ Other: −−−−−−−−−−−

2. Age: −−−−−−−−−
3. Do you watch movies in your free time?

⃝ Yes
⃝ No

4. When you talk to your friend and you want them to
recommend you some movies, how many movies do you
prefer to be recommended to you at each turn of the
conversation?

⃝ 1

⃝ 2

⃝ 3

⃝ 4

⃝ Other: −−−−−−−−−−−

5. When talking to an expert about movies, how many
movies would you prefer to be recommended by the
expert at each turn of the conversation?

⃝ 1

⃝ 2

⃝ 3

⃝ 4

⃝ Other: −−−−−−−−−−−

6. If you were to recommend movies to others, how many
movies would you recommend at each turn of the
conversation? (Please enter a number)
−−−−−−−−−−−−
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