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Abstract

In elections worldwide, candidates often resort to nega-
tive campaigning due to pressure and the fear of failure.
With the rise of social media platforms like Twitter,
political discussions are now more accessible than ever.
Given the vast amount of data generated, automated
systems for detecting negativity in campaigns are cru-
cial to understanding candidate strategies. In this pa-
per, we propose a hybrid model for detecting negativ-
ity in campaigns using a two-stage classifier that lever-
ages the strengths of two machine learning models. We
collected Persian tweets from 50 political users, includ-
ing candidates and government officials, and annotated
5,100 tweets published in the year leading up to Iran’s
2021 presidential election. Our model first creates two
datasets from the training set for two classifiers by cal-
culating the cosine similarity between tweet embeddings
and axis embeddings (the average of positive and nega-
tive embeddings). These datasets are then used to train
the hybrid model. Our best-performing model (RF-RF)
achieved a 79% macro F1 score and 82% weighted F1
score. Applying this model to additional tweets with the
help of statistical models, revealed that a candidate’s
tweet publication timing does not affect its negativity.
Still, the presence of political person names and orga-
nization names in tweets is closely linked to negativity.

Keywords: Campaign negativity, Two-stage classifier,
Persian tweets, Axis embeddings

1 Introduction

In today’s information age, vast amounts of textual data
are generated daily, making the ability to categorize and
interpret this information more critical than ever effi-
ciently. Natural Language Processing (NLP) and Ma-
chine Learning (ML) have emerged as powerful tools
to automate text classification, offering ways to ana-
lyze and understand vast datasets. However, this task
presents significant challenges. Text is inherently un-
structured, raising issues around feature extraction, di-
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mensionality, and cross-linguistic variations. Further-
more, as data volume increases, scalability and model ef-
ficiency challenges become more pronounced. Yet, these
challenges also present opportunities for innovative so-
lutions. By leveraging advanced machine learning tech-
niques, researchers can uncover hidden patterns, senti-
ments, and insights from textual data [1], [2].

Detecting campaign negativity, in particular, de-
mands a nuanced understanding of language. Campaign
negativity refers to political candidates attacking their
opponents rather than presenting their policies, capabil-
ities, or accomplishments. This strategy often manifests
as conceptual or ironic statements [3]. Traditionally,
negativity has been measured through manual content
analysis by political experts—an approach that is both
time-consuming and prone to errors. To address these
challenges, researchers have turned to automated tools
capable of analyzing large datasets quickly and accu-
rately, providing deeper insights into the tone and con-
tent of political discourse on social media. However,
these automated methods are not without limitations,
especially when dealing with indirect language, such as
sarcasm. Thus, a combination of both automated and
manual approaches is often necessary to effectively mea-
sure campaign negativity and assess its impact on public
opinion and election outcomes.

Previous research has examined campaign negativity
in various types of elections, such as presidential, sen-
ate, and municipal elections, across different countries.
These studies have analyzed the timing and causes of
negativity and assessed how various factors influence
the tone of political campaigns [15], [16]. Typically,
this involves a combination of manual content analysis
and statistical models to examine the effect of different
variables on negativity.

In this study, we propose a machine learning model
to detect negativity in political campaigns and apply
it to the 2021 Iranian presidential election. Our work
addresses several key challenges. First, we collected
Persian tweets from political figures and candidates us-
ing the Twitter Developer API, ultimately annotating
5,100 tweets into three categories: negativity, personal
attacks, and political attacks. The labeling process is
detailed in Section 3.1.

Building an effective model for detecting negativity
required defining specific features and carefully select-
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ing appropriate machine learning methods. Classify-
ing negativity is complex, as it often requires multiple
readings by humans to fully interpret. Similarly, for
machine learning models, feature extraction is crucial
to achieving high accuracy. We employed various tech-
niques, such as preprocessing, feature engineering, and
resampling methods, to enhance model performance.
Our final model employs a two-stage classifier that uses
cosine similarity between tweet embeddings and prede-
fined axis embeddings. This approach significantly im-
proved model performance, particularly in handling the
subtle thematic overlap between positive and negative
tweets, including sarcastic language.

The challenges encountered during the modeling pro-
cess included:

• Thematic similarity between positive and negative
tweets

• Use of sarcasm in negative tweets

• Limitations of Conceptual embedding models in
Persian language

To overcome these issues, we developed an innova-
tive method that separates the dataset into new subsets
based on the cosine similarity between tweet embed-
dings and the average embeddings of positive and nega-
tive classes. This allowed us to isolate tweets with pos-
itive labels that have similarities with negative tweets,
often due to the use of irony or thematic overlap in neg-
ative tweets. These subsets were used in the two-stage
classification model, which significantly improved per-
formance.

The remainder of this paper is structured as follows:
Section 2 provides an overview of related work, and Sec-
tion 3 details the methodology and data collection pro-
cess. Section 4 presents the results of our study. In
Section 5, we discuss the implications of our findings,
while Section 6 concludes the paper, summarizing the
key insights and outlining potential directions for future
research.

2 Related Works

2.1 Statistical and Analytical Methods

Several approaches involve expert political analysis to ex-
amine the content published during elections. These studies
often conclude by applying statistical models to evaluate the
impact of various factors on campaign negativity. Many arti-
cles have used this method to analyze negativity in different
elections. Below, we summarize key contributions from 2005
to the present, highlighting different perspectives.

In 2005, Peterson et al. examined the impact of time and
political party on campaign negativity by analyzing newspa-
pers covering the 1998 U.S. Senate primary elections. They
concluded that campaign negativity is influenced by time,
party affiliation, and the number of participants [4]. In 2007,

Krebs et al. used newspaper articles and television ads from
the 2001 Los Angeles mayoral election to investigate whether
candidates’ attacks were more focused on issues or individ-
uals. They also examined the extent of attacks on minority
versus non-minority candidates, finding that issue-based at-
tacks were more prevalent, and minority candidates engaged
in fewer attacks than non-minorities [5].

In 2009, Schweitzer compared negativity patterns between
German and U.S. campaigns by analyzing candidate web-
sites from the German national and European parliamen-
tary elections. His study revealed that while overall pat-
terns of negativity were similar across both countries, the
topics of attack differed significantly [6]. In 2012, Gross-
mann explored negative advertising in the 2002 and 2004
U.S. Congressional elections. He concluded that incumbent
candidates were less likely to use negative ads compared to
their challengers [7].

Hassell et al. (2016) analyzed campaign emails from the
2014 U.S. Congressional elections to determine when candi-
dates chose to adopt a negative tone. Their findings indi-
cated that email negativity did not necessarily make elec-
tions more competitive [8]. In a Persian study from 2018,
Babaei et al. conducted interviews with 16 Iranian politi-
cal experts to explore the theoretical foundations of negative
election campaigns during the Iranian presidential elections
from 2004 to 2016. The authors attributed negativity to
factors such as an emotional public atmosphere, a culture of
destruction, prioritization of groups over national interests,
and weak legal frameworks [9].

Walter et al. (2019) sought to enhance the validity of neg-
ativity measurement by analyzing newspapers, voter opin-
ions, and expert assessments from the 2015 U.K. election.
They employed a Bayesian statistical model to adjust for
bias in voter and expert opinions, offering a more accu-
rate measure of campaign negativity [10]. In 2020, Maier
et al. examined the relationship between negativity and
media coverage by analyzing tweets and TV ads from 507
candidates in 107 national elections across 89 countries
(2016–2019). Their study found that emotionally charged
messages, such as those evoking fear or passion, had a greater
influence on media coverage than negative campaign content
itself [11]. Lastly, Nie (2021) compared the campaign behav-
iors of populist and non-populist candidates by analyzing ar-
ticles from 195 candidates in 40 global elections (2016–2017).
He discovered that populists were more likely to engage in
negativity, personality attacks, and fearmongering than non-
populists [12].

2.2 Machine Learning Methods

Machine learning (ML) has recently become a prominent
tool for detecting negativity in political campaigns. In 2022,
Petkevic et al. developed a multilayer perceptron model to
identify negativity, types of attacks (political or personal),
and incivility in tweets. The model was trained on 1,186
tweets published in the 90 days before the 2018 U.S. Sen-
ate election by 66 candidates. The best model achieved F1
scores of 82% for negativity, 83% for political attacks, 82%
for personal attacks, and 85% for incivility. The model was
then applied to 16,000 tweets to measure the influence of var-
ious factors, such as gender, political affiliation (Republican

174



Rajabi et.al. Amirkabir University of Technology, October 23-24, 2024

or Democrat), and proximity to the election, on campaign
negativity [14].

In 2023, Kim focused on the 2020 U.S. presidential elec-
tion and developed a BERT-based classification model to
detect violent tweets. After collecting and filtering tweets
with political and violent keywords, he used human label-
ing for 2,500 tweets and trained various models, with the
BERT model achieving the best performance: 71.8% preci-
sion, 65.6% recall, and a 68.4% F1 score. Kim applied the
model to an additional 5,000 tweets using active learning
and further analyzed the impact of gender and political af-
filiation on the occurrence of violent language. The study
concluded that women and Republicans were more frequent
targets of violent tweets than men and non-Republicans [13].

3 Methodology

3.1 Data Collection and Annotation

To begin, we collected tweets from 50 political users using
the get all tweets endpoint via the Twitter Developer Ac-
count. Our query was based on the usernames of these 50
users, resulting in a dataset of 42,837 tweets published be-
tween January 7, 2011, and June 2, 2021. Among these,
10,292 tweets were published within one year before the elec-
tion day, of which 1,776 tweets were authored by seven pres-
idential candidates.

From this dataset, we randomly selected and annotated
5,100 tweets, ensuring the selection was proportional to the
number of tweets published by each user. Initially, 3,100
tweets were manually tagged. Afterward, basic machine
learning models were applied to assess their performance,
and ParsBERT was identified as the most effective model.
This model was then utilized for an active learning approach.
Approximately 2,000 additional tweets were chosen for anno-
tation, specifically those for which the model’s classification
probability was near the threshold (0.5), indicating difficulty
in classification.

For the annotation process, an initial set of 500 tweets was
tagged by three experts. Subsequently, the expert whose
annotations most closely matched the majority consensus
was selected to label the remaining tweets.

Table 1: Number of each label in Dataset (which
1 shows the tweet has campaign negativity and 0
contrariwise)

Class/Label Presence (1) Absence (0)
Negativity 1,447 3,653

Political Attack 507 4,593
Personal Attack 894 4,206

For the annotation process, each tweet was evaluated
based on its content. If the tweet included a direct or sar-
castic attack or exhibited harmful or destructive language, it
was labeled as 1, indicating negativity. Otherwise, it was la-
beled as 0, indicating no negativity. Additionally, for tweets
labeled as negative, the specific type of attack—whether
aimed at an individual or an organization—was identified.

However, due to the limited number of negative tweets in the
dataset, we did not develop a model to classify the attack
type in this study. Future work could focus on enhancing the
dataset with more negative tweets to build models capable
of distinguishing between different types of attacks. Table 1
provides a breakdown of the number of tweets in each class.

3.2 Preprocessing and Feature Extraction

In classification tasks in ML, a fixed preprocessing approach
does not always yield the best results. Therefore, we applied
and tested three different preprocessing methods, ultimately
reporting results based on the best-performing approach.

1. Preprocessing Method 1: This method involves
converting emojis to text, removing emojis, separating
hashtags into individual words, eliminating repeated
characters within a word, removing words that include
numbers, discarding junk characters, removing punc-
tuation, and excluding tweets with fewer than three
characters.

2. Preprocessing Method 2: Builds on Method 1 by
also removing stop words.

3. Preprocessing Method 3: Extends Method 2 by fur-
ther removing links and mentions.

Following preprocessing, we explored four distinct cate-
gories of features, based on the nature of the data and the
classification problem. We sequentially added these feature
sets to traditional classification models and compared the
results to determine which features most effectively con-
tributed to detecting negativity. These categories are as
follows:

1. Text Features: Includes variables such as the num-
ber of retweets, likes, mentions, links, hashtags, use of
insulting words, names of organizations and political
figures, and sentiment analysis.

2. Metatext Features: Includes tweet embeddings, un-
igrams, bigrams, frequent trigrams, and frequently oc-
curring tokens in both class 1 (negative) and class 0
(non-negative), with and without stemming.

3. User Features: Considers user-specific attributes like
the number of followers, followings, likes, tweets, and
the most frequently used tokens in user descriptions.

4. Time Features: Includes factors such as the lifespan
of a user’s account, tweet publication times across four
intervals of the day and night, and tweet timing in re-
lation to specific intervals (e.g., 10, 20 days) leading up
to the election.

In total, we defined approximately 1,400 features for use
with classical models.

3.3 Building New Datasets

Now we want to present the method for building the neces-
sary datasets for the two-stage model. For this purpose, we
use two methods: axis embeddings and clustering. Before
explaining the mentioned methods, it should be mentioned
that according to the results of the basic models that we have
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presented in the results section, for building new datasets
we used the ALC embedding, which was the most accurate.
This method replaces the usual Word2Vec method and is
based on GloVe embeddings and a linear transformation. It
is also suitable for rare words in the corpus. In the related
paper on ALC embedding, the authors claim that the ALC
model needs fewer examples for learning than other models.
Also, the quality of ALC embeddings has been better than
other models in many examples.[17]

3.3.1 Axis Embeddings Trick

Before dealing with the creation of new labels and subsets
of the dataset, it is necessary to understand the role of axis
embeddings in text classification. Axis embeddings in this
paper are the representation of documents in a continuous
vector space. These axis embeddings are calculated by av-
eraging the embeddings of tweets in different classes. We
define two axis embeddings:

• Axis-embedding 1 (EMB1): represents the average
embedding of tweets labeled as class 1 (negative), which
means the tweet contains campaign negativity.

• Axis-embedding 0 (EMB0): represents the average
embedding of tweets labeled as class 0 (positive), which
means that the tweet has no campaign negativity.

By converting the semantic content of tweets into contin-
uous vectors, we are able to quantify the similarity between
tweets and axis representations. In fact, based on this simi-
larity, we form new tags and subcategories.

The innovation presented in this section revolves around
identifying tweets in class 0 that are more similar to EMB1.
These tweets are often about the topics of negative tweets
that have been sarcastically discussed. In our proposed
model, we classify them as negative, since Text Features
are more important than other features in this problem (ac-
cording to the feature importance of basic models). In other
words, label 2 is introduced for these tweets. Tweets with
label 2 have a difference more than the threshold, in their
similarity with EMB1 and their similarity with EMB0. For
each tweet with label 2, the formula (2) is true. In this con-
dition, CS refers to the cosine similarity based on formula
(1) between 2 vectors, X refers to the ALC embedding of
tweets in the train set, and t refers to the threshold. [18]

CS(A,B) =
A.B

|A|.|B| (1)

CS(X,EMB1)− CS(X,EMB0) > t (2)

1. New Dataset 1: The first new dataset (train set for
first classification in the two-stage model) consists of
tweets labeled zero and one, which are considered as
follows.

(a) Positive tweets (labeled positive in the origi-
nal dataset) that their embeddings are closer to
EMB0 than EMB1 according to the cosine simi-
larity. The negativity label for this class is con-
sidered 0.

(b) Positive tweets (labeled positive in the origi-
nal dataset) that their embeddings are closer to

EMB1 than EMB0 according to the cosine simi-
larity. We defined it with label 2 in the previous
section. The negativity label for this class is con-
sidered 1.

(c) Negative tweets (labeled negative in the original
dataset). It should be noted that all these tweets
are closer to EMB1 than EMB0 according to the
cosine similarity. The negativity label for this
class is considered 1.

2. New Dataset 2: The second new dataset (train set for
second classification in the two-stage classifier) consists
of tweets labeled zero and one, which are considered as
follows.

(a) Positive tweets (labeled positive in the origi-
nal dataset) that their embeddings are closer to
EMB1 than EMB0 according to the cosine simi-
larity. We defined it with label 2 in the previous
section. The negativity label for this class is con-
sidered 0.

(b) Negative tweets (labeled negative in the original
dataset) that contain negativity. The negativity
label for this class is considered 1.

3.3.2 Clustering Trick

Instead of using axis embeddings to construct new datasets
for the two-stage model, this section uses different cluster-
ing methods to separate tweets. Here we use DBSCAN [19],
K-means [20], Agglomerative [21], Birch [22], Gaussian Mix-
ture (GM) [23], and Optics [24] clustering methods. Each of
these clustering methods has its strengths and weaknesses,
and the choice of which one to use depends on the data’s
specific characteristics and the clustering task’s objectives.
It is often a good idea to try several methods and compare
their results to find the most suitable clustering approach
for a particular dataset.

Here, the difference in building the dataset based on clus-
tering methods instead of the axis embedding trick is sepa-
rating tweets with label 2. In this trick, the tweets that are
placed in the same cluster as the majority of negative tweets
are considered label 2, and the rest of the positive tweets
are considered label 0. Similarly to the previous section, the
new datasets will be made.

3.4 Two-Stage Model

Creating these new datasets serves a dual purpose. First,
it addresses the challenge of classifying tweets that exhibit
characteristics that vary by topic. Second, due to the com-
bination of some positive tweets with negative tweets in the
first classifier as class one, they will be predicted by the sec-
ond classifier to be identified this time based on their real
label. This innovative approach increases the power of the
model in detecting the negativity of election campaigns and
contributes to a deeper understanding of the complexities of
analyzing negativity in the political landscape. We have a
hybrid classification model that works in two separate stages.
In the first stage, the first classifier model is trained with the
entire available training data (the first new dataset) to de-
velop a comprehensive understanding of the patterns in the
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text that are relevant to election campaigns. At this stage,
the foundation of the classifier’s ability to effectively identify
and classify tweets that do not contain campaign negativity
and are not conceptually similar to negative tweets is laid. In
the second stage, the second classification model is trained
on the second new dataset, and re-prediction is performed fo-
cusing on the tweets predicted as class one (negative) in the
first model. Following this process will determine the real
tag of positive tweets, which are similar to negative tweets.
This two-stage approach not only contributes to a more ac-
curate initial classification but also to increased overall ac-
curacy in detecting campaign negativity. In Figure 1, you
can see the final structure of the model. This figure gener-
ally includes the dataset preparation (left section) and the
two-stage model architecture (right section).

Figure 1: Architecture of Two-Stage Classifier (Pro-
posed Model), left section shows dataset preparation
and right section shows the two-stage model architec-
ture

4 Results

4.1 Evaluation Metrics

The process of evaluating machine learning models is essen-
tial to understanding their performance, reliability, and suit-
ability for real-world applications. This chapter discusses the
various evaluation models, techniques, and metrics essential
for comprehensively evaluating the performance of machine
learning algorithms. Model evaluation not only helps re-
searchers and practitioners make informed decisions but also
plays an important role in advancing new machine-learning
methods [25], [26]. In the results section, we examine the F1-
score, precision (P), and recall (R) for two classes (positive
and negative), F1-macro and F1-weighted, which are listed
in formulas (3), (4), (5), (6), and (7), respectively. Because
the F1-score is a combination of two criteria: precision and
recall, both of which are important in this issue. In formulas

(3), (4), and (5) TN refers to the number of true negative
labels,TP refers to the number of true positive labels, FN
refers to the number of false negative labels, and FP refers
to the number of false positive labels (positive and negative
are based on case study class). In formulas (4) and (5), N
refers to the number of classes (here it is 2).

Precision(P ) =
TP

TP + FP
(3)

Recall(R) =
TP

TP + FN
(4)

F1 =
2TP

2TP + FN + FP
=

2× Precison×Recall

Precision+Recall
(5)

F1macro =
1

N

N∑
i=1

F1i (6)

F1weighted =

N∑
i=1

wi × F1i (7)

4.2 Basic models

In this section, we first examine the results related to the
basic models and then compare the best results with the
results related to the two-stage model with axis embedding
and clustering tricks. In the basic models, after separating
the train and test sets in a ratio of 85 to 15, stratifying on the
negativity label and data preparation, we test the models on
different preprocessings by sequentially adding the features
that we discussed in Section 3.2. Also, due to the inequality
of the number of samples in the two positive and negative
classes in the dataset, we use Smote and TomekLink tech-
niques. The Smote method is an oversampling method that
generates artificial samples for the minority class. It does
this by creating synthetic instances that are combinations of
existing minority-class instances. It addresses the overfitting
problem associated with random oversampling by generat-
ing new and diverse data points. The tomeklink method
involves separating the samples into pairs (one from the ma-
jority class and one from the minority class) that are close to
each other but from different classes. Removing the majority
of class samples in these pairs can help improve the separa-
tion between classes. This method can be used for downsam-
pling to lead to better separation of classes without intro-
ducing artificial data. Basic models include classic models
and pre-trained Deep Learning models (suitable for the Per-
sian language). Classical models are multilayer perceptron
(MLP) [27], eXtreme Gradient Boosting (XGB) [28], Ran-
dom Forest (RF) [29], Logistic Regression (LR) [30], Naive
Bayes (NB) [31], Support Vector Machine (SVM) [32], Gaus-
sian Naive Bayes (GNB) [33], K-Nearest Neighbor (KNN)
[34], Ridge [35], Gradient Boosting (GB) [36], and Stochas-
tic Gradient Descent (SGD) [37]. Pretrained Deep Learning
models include ParsBERT (DistilBERT-ZWN), ParsBERT
(BERT-ZWN) [39], Multilingual DistilBERT [41] and Mul-
tilingual BERT (MBERT) [40] which are trained on Persian.
For classic models, we have used various embeddings such
as FastText, Word2Vec [42], GloVe [43], and ALC. These
embeddings are considered metatext features. According to
Table 2, the results of the classical RF model with ALC em-
bedding indices have performed better than the rest of the
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classic and deep models (the best model of the deep mod-
els is MBERT) which can be considered the reason for the
strong performance of the ALC model in embedding words
with low repetition. Because there are many rare words
in the texts in our dataset. Also, the results of model RF
(ALC) have been obtained on preprocessing (3) and with all
features (text features, metatext features, user features, and
time features). Additionally, model MBERT has the best
results with preprocessing (3), which are reported in Table
2.

Table 2: Evaluation metrics values for best classic and
deep models (class 1 is negative tweets and class 0 is
positive tweets)

Model Class P R F1 F1m F1w

RF(ALC)
1 72% 50% 60%

72% 78%
0 81% 92% 86%

MBERT
1 54% 70% 61%

70% 74%
0 85% 75% 80%

Figure 2 shows how tweets are distributed using their ALC
embedding, which addresses our paper challenge related to
the semantic proximity of some positive tweets to negative
tweets. In this figure, by using two-dimensionality reduc-
tion methods, PCA, and TSNE [38], it can be seen that
some positive tweets are very close to negative tweets. It
seems that some positive tweets have fallen on top of neg-
ative tweets. Of course, this is only a representation of the
reduced dimensions of tweet embeddings. Therefore, in the
next section, we want to implement a two-stage method us-
ing axis embedding and clustering tricks.

Figure 2: Labels of tweets are shown by TSNE and
PCA methods for ALC embedding of tweets (purple
color shows positive tweets and red color shows nega-
tive tweets)

4.3 Our approach

In this section, we use two clustering methods (Gaussian
Mixture and Birch) and three threshold values (0, 0.03, and
0.05) for the axis embedding trick, to create new data sets.
The reason for using the two mentioned clustering meth-
ods is that they did not separate the tweets that included

negativity as much as possible, and their focus was to clus-
ter positive tweets in line with our goal. Based on Figure
3, shows the clustering of each of the methods according
to their ALC embeddings. DBSCAN and Optics methods
did not perform well. KMeans and Agglomerative methods
have done more separation in class 1 (compared to Figure
2), which is not our goal. However, the Gaussian Mixture
and Birch methods have focused their separation on posi-
tive tweets and put negative tweets in a cluster as much as
possible.

Figure 3: The embedding distribution of tweets in di-
mensionality reduced by PCA with different clustering
methods.)

Table 3 shows the number of labels in the new datasets
created with the five mentioned tricks. In this table, 4335
tweets are included in the train collection and 765 tweets
are included in the test collection (85 to 15 ratio). Also,
in the axis embedding methods, the number of Label 2 has
been reduced at higher threshold values. Because according
to formula (2), with an increase in the threshold value, less
weight is given to positive tweets to be similar to the average
of negative tweets. As can be seen in Table 3, in all methods,
the number of negative tweets is fixed equal to 1230, which
is the total number of negative tweets in the training set.

Table 3: Number of each label in new datasets with 5
methods(axis embedding and clustering)

Method
Train Set

label 0 label 1 label 2 sum
Axis Emb (t=0) 1219 1230 1886 4335
Axis Emb (t=0.03) 1695 1230 1410 4335
Axis Emb (t=0.05) 2213 1230 892 4335
Clustering (GM) 1260 1230 1845 4335
Clustering (Birch) 1155 1230 1950 4335
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Now, in Table 4, we see the results of the best hybrid
models for the proposed two-stage classification method. In
this table, all the basic models considered in Section 4.2 in
the first and second stages of our approach have been tested,
and the best models have been selected in terms of macro
F1 score. Finally, with the consensus of the predictions of
the first and second classifications, the best model is RF-
RF with the axis embedding trick with threshold 0, whose
F1-macro is 79% and F1-weighted is 82%. Also, the Birch
method has been able to be very close to the best accuracy.

Table 4: Best results of two-stage models in different
methods for building new datasets

Method Model Class P R F1 F1m F1w

t=0 RF-RF
1 70.3% 66% 75.2%

78.8% 81.9%
0 87.3% 89.8% 84.9%

t=0.03 MLP-GNB
1 57.1% 42.9% 85.5%

60.1% 59.4%
0 63% 88.2% 48.9%

t=0.05 SVM-LR
1 72.3% 82.6% 77.1%

32.9% 65%
0 52.6% 51.9% 51.4%

GM MLP-GNB
1 51.8% 50.7% 52.9%

66.5% 72.7%
0 81.1% 81.8% 80.5%

Birch LR-XGB
1 68.4% 72.8% 64.5%

77.2% 80.9%
0 85.9% 83.7% 88.3%

5 Discussion

As noted in Section 3.1, a total of 10,292 tweets were pub-
lished by 50 users in the year leading up to election day.
We applied the optimal Random Forest (RF-RF) model to
classify 5,192 unlabeled tweets, resulting in 3,258 negative
tweets and 7,034 positive tweets. To investigate the fac-
tors influencing negativity, we utilized a negative binomial
regression model.

One of the independent variables in our analysis is
is candidate, which indicates whether the user is a candi-
date in the election. As shown in Table 5, this variable is not
statistically significant, suggesting no relationship between
being a candidate and the occurrence of negative tweets dur-
ing the 2021 Iranian presidential election. In contrast, the
variable person names count, which represents the number
of political figures mentioned in the tweets, reached statisti-
cal significance with a high coefficient value. This indicates a
direct relationship between the presence of political figures’
names in tweets and increased negativity.

Additionally, we found that variables related to the lifes-
pan of the tweets and the number of swear words present
are not statistically significant. However, the user account
lifespan variable is statistically significant and indicates an
indirect relationship with negativity, albeit with a low coeffi-
cient. Notably, the organization names count variable is sta-
tistically significant, shows a positive relationship with neg-
ativity. This suggests that tweets mentioning government
organizations and institutions are more likely to be negative.
These findings highlight the complexities surrounding neg-
ativity in political discourse, indicating that while being a
candidate does not significantly affect negativity, references

Table 5: Drivers of campaign negativity in 2021
presidential election in Iran

variable names coef std err p
tweet age -0.0001 1.0e-4 0.273
account age *** -0.0002 1.0e-4 0.003
organize names count *** 0.1348 4.5e-2 0.003
person names count *** 0.2175 6.8e-2 0.001
is candidate 0.0197 9.7e-2 0.839
swear words count 0.1146 1.7e-1 0.5

∗ : p ≤ 0.1, ∗∗ : p ≤ 0.05, ∗ ∗ ∗ : p ≤ 0.01

to political figures and organizations play a substantial role
in shaping the sentiment expressed in tweets.

6 Conclusion

In this paper, we aimed to develop an automated model for
detecting campaign negativity, as outlined in the introduc-
tion. A primary motivation for creating this model is to en-
able quicker identification of negative sentiments in electoral
campaigns. This capability can provide timely responses to
attacks from opposing parties and assist media outlets in
generating more accurate and prompt reports. Addition-
ally, our model can serve as a valuable component in social
media analysis dashboards utilized by private companies.

One of the key motivations for this research is the lack
of similar work focusing on Persian data related to Iran’s
elections. We are proud to present an artificial intelligence
model specifically designed for this context for the first time.

Looking ahead, future work could explore the integration
of Large Language Models (LLMs) to enhance data labeling
and improve model accuracy. These models could function
independently, allowing for comparative analyses with our
current model through prompt optimization and testing on
experimental datasets. Furthermore, a potential enhance-
ment to our existing model would be the capability to iden-
tify the nature of attacks, distinguishing between political
and personal attacks. This would necessitate expanding the
dataset to include more negative examples. Another area for
improvement is incorporating text recognition from images,
as many tweets contain images with accompanying text.
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