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Abstract

Historically, human beings have employed every tech-
nology and tool available in order to improve their
health and treatment. Various methods and tools were
utilized in the past to predict an individual’s health sta-
tus. As a result of recent advancements in pervasive
computing, data mining and deep learning, individual
health prediction and assistance can be offered in a more
effective way. Although research into electronic health
records opened up new avenues, but also created new
challenges. Researchers face an uphill battle when it
comes to predicting a patient’s physical state after dis-
charge from a hospital or while in a hospital. In this
paper, we introduce a novel approach, a supervised vari-
ational autoencoder, as a solution to predicting patient
health status, particularly focusing on post-discharge
and in-hospital scenarios. This approach is positioned
as offering comparable or superior performance to exist-
ing state-of-the-art models while requiring fewer input
variables and simplifying preprocessing steps. The re-
search promises real-world data analysis to validate the
proposed method, indicating a practical application of
the model in healthcare settings.

Keywords: Health Prediction, Supervised Variational
Autoencoder, Pervasive Computing, Deep Learning

1 Introduction

As human beings, we have always striven to maintain
good health and have spared no effort to achieve this
objective. In order to help individuals recover or regain
their health, several tools and methods have been de-
veloped and introduced over the years. These methods
have both positive and negative points when compared
to other methods. Nonetheless, individuals have never
stopped seeking new and innovative ways to achieve his
goals. Novel methods in this field usually involve the
combining of several different scientific disciplines in or-
der to provide a new solution.
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Examination of brain and heart activity with the help
of an electroencephalogram (EEG) and electrocardio-
gram (ECG), and medical images is one of the common
methods in assessing the patient’s health and following
the disease process. In the past, this was only possi-
ble with the help of specialist physicians and relying
on their knowledge. With scientific advances, artificial
intelligence has come to the aid of physicians in some
of these analyzes and predictions. Before the advent
of deep learning methods, research on physiological sig-
nals such as EEGs and ECGs used traditional machine
learning methods. These methods required preprocess-
ing and feature engineering. Nevertheless, deep learning
methods require less of these two steps and make the job
easier for researchers.

Only certain areas of medicine could be reviewed and
examined using these methods. Therefore, the need for
new solutions was felt to use similar methods in other
fields of medicine. Electronic health records (EHRs),
created for hospital management and financial applica-
tions, attracted the attention of some researchers and
opened new doors for researchers [27, 30, 1]. By exam-
ining this data set and the valuable and comprehensive
information found in it, researchers have been able to
find useful medical information in various fields and of-
fer new applications for it.

EHR systems store data on each patient admission,
including information on diagnosis, treatment, demo-
graphics, tests and laboratory results, prescriptions, ra-
diographs, clinical notes, and more. Although these sys-
tems were designed and created for other purposes, they
gradually found new applications. For example, pur-
poses such as extracting medical concepts, modeling the
patient’s recovery process, diagnosing the disease, and
the like were added to the applications of these systems.
Before the advent of deep learning, traditional machine
learning methods were used to analyze this data. The
increasing popularity of deep learning models, on the
one hand, and the need for traditional methods of pre-
processing and feature engineering have led researchers
to apply more and more deep learning approaches in
this area [16, 37, 9].

Predicting the patient’s return to the hospital or read-
mission after discharge is one of the significant chal-
lenges in this area. Many researchers have tried to pre-
dict this issue in different ways. However, one of the



most common methods is to predict the patient’s re-
turn in the next few days. This period is usually equal
to 30 days, and the issue becomes a binary classification
issue: whether the patient will return to the hospital
within 30 days of discharge. Although the output of
the problem is defined and the same, the input data of
different studies are different. Here we will make this
prediction in a new and innovative way. Therefore, the
model input will only include a sequence of diagnosis
and treatment codes and demographic information to
predict the patient’s return to the hospital.

Although some studies in this field have used the vari-
ational autoencoders (VAEs) model [25, 36], to the best
of our knowledge, this research is the first work that uti-
lizes the SVAE for predicting patient’s recovery process.

The simplicity of the model inputs provides the abil-
ity to implement it practically in the real world. These
features are such that they can be collected even in hos-
pitals with minor facilities. As a result, the proposed
model can be easily implemented. The main advan-
tage of this research over other methods is to achieve
close and even better results than others, despite more
straightforward inputs.

In this research, we develop a prediction model that
employs VAEs in a novel binary classification that
simplifies predictions compared to previous methods.
The proposed model predicts the recovery phase of pa-
tients, but without significant feature engineering or
pre-processing, and it works with basic datasets that
may be gathered in hospitals with less technological so-
phistication. A strategy based on SVAE is proposed to
predict whether a patient would return to the hospital
within 30 days of discharge. To sum up, the contribu-
tions of the paper can be summarized as follows:

(i) It proposes a novel approach, a supervised varia-
tional autoencoder, as a solution to predicting pa-
tient health status, particularly focusing on post-
discharge and in-hospital scenarios.

(ii) The propose approach is positioned as offering com-
parable or superior performance to existing state-
of-the-art models while requiring fewer input vari-
ables and simplifying preprocessing steps.

(iii) The research promises real-world data analysis to
validate the proposed method, indicating a practi-
cal application of the model in healthcare settings.
Overall, the paper highlights the importance of the
problem addressed, the innovation of the proposed
solution, and the potential impact on healthcare
practice.

The rest of the paper is organized as follows. First,
we present some related studies on deep learning and

EHRs. Next, a background summary of variational au-
toencoder models is provided. The details of the pro-
posed model method are then presented. Then, we
present the evaluation findings for the proposed pre-
diction strategy. We conclude the paper with some con-
cluding remarks and recommendations.

2 Related Work

While initially, patients’ EHRs were used only to store
patient information and perform medical and regulatory
care, such as paying bills and fees, some researchers have
suggested other uses of these records for various medi-
cal applications. In the new application, with the help
of data in the patient’s medical records, items such as
predicting the patient’s return time, predicting the pa-
tient’s future condition, extracting information and re-
lationships, and the like are done. With the remarkable
advancement of deep learning methods, the distribution
of articles each year in various areas related to EHR has
increased. Unsupervised methods and recurrent neural
networks (RNNs) have been the most used among al-
ternatives [12].

Predicting patient outcomes is often the ultimate ob-
jective of Deep EHR systems. Two categories of out-
come prediction are recognized in the research of [10]:

1. Static or one-off prediction (e.g. heart failure pre-
diction using data from a single encounter).

2. Predicting future results in time (e.g. heart failure
prediction within the next 6 months, or disease on-
set prediction using historical data from sequential
encounters).

Researchers have used a recurrent neural network
called RETAIN to predict heart failure patients af-
ter using a recurrent neural network [28]. Based on
this model, a binary prediction can be made regard-
ing whether the patient will develop heart failure in the
future. Based on a comparison of this model with tra-
ditional machine learning models, the introduced model
has a significant advantage over the logistic regression
method in this case. The transfer of knowledge is also an
issue that is addressed in this work. The data set of this
study includes information from more than 150 thou-
sand patients from about 400 hospitals. Consequently,
knowledge transfer from one hospital to another has
been addressed as part of the research [32]. Accord-
ing to the results, this model has an excellent ability to
transfer knowledge between different hospitals. Using
the trained model of one hospital for another hospital
will only result in a small amount of error.

A type of restricted Boltzmann machine developed
by [34] that can be used to represent medical topics.
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This new representation facilitates algebraic and statis-
tical tasks such as 2D spatial mapping, thematic group-
ing (to identify new phenotypes), and risk categoriza-
tion. RBM represents raw, high-dimensional EMR data
consisting of different data types homogeneously [29].
This simplifies the process of performing the operations
described. The modified RBM is called eNRBM. The
purpose of this study is to examine the risk of suicide
among individuals with mental illness. Although esti-
mating the risk of suicide is incorrect, it can lead to an
uncomfortable feeling regarding suicide. The data for
this study was collected from a hospital in Australia be-
tween January 2009 and March 2012. Participants were
evaluated if they had attempted suicide at least once in
the past. Each assessment can be used to predict future
behavior. A suicide risk prediction is made for the next
three months and categorized into three categories: low
risk, moderate risk (non-lethal), and finally high risk,
which will lead to death. In total, 15,272 (86.7%) of
the participants had no risk outcomes, 1,436 (8.2%) had
moderate risks, and 858 (4.9%) had high risks. Two eN-
RBM models are implemented and utilized in this study.
The first model uses diagnosis (DIAG model) and the
second model uses diagnosis and treatment procedures
(DIAG + PROC model). To provide a comparison, an
RBM model is trained with diagnosis codes. At first,
data are mapped to a k-dimensional space and finally
mapped to a two-dimensional space for display. Then,
the feature vector produced by these models is fed into
a logistic regression model, which determines whether
suicide is likely. In order to compare the newly intro-
duced model with the previous models, the support vec-
tor machine model is introduced as a representative of
the traditional models. The results indicate that the
model is superior to the previous models in describing
the information for classification. This model with logis-
tic regression has a significant advantage over support
vector machines in the classification of suicide risk.

Based on deep belief networks, [21] identified risk fac-
tors and predicted progression of the bone disease. Os-
teoporosis is the most common type of bone disease.
However, despite its absence of clinical symptoms, the
disease is capable of causing significant mortality and
complications after onset. Thus, it is extremely impor-
tant to be aware of the risk factors for this disease. Be-
cause of the complexity and diversity of data, however,
it can be challenging to predict disease progression and
identify risk factors based on the characteristics of the
disease and clinical differences. It is possible to deter-
mine both the leading causes of the disease as well as
the distinction between the sick and healthy individuals
with the aid of deep belief networks. Based on a data set
concerning bone disease, the proposed method performs
well in predicting the progression of osteoporosis.

The article [26] describes a deep, dynamic neural net-
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work that reads medical data, stores illness history, in-
fers current disease states, and predicts future medical
outcomes. DeepCare, which is based on Long Short-
Term Memory (LSTM), enables the management of ir-
regularly timed events by managing forgetting and con-
solidation. In addition, DeepCare replicates medical ac-
tions that modify disease progression and influence fu-
ture medical risk. Upon ascending to the health state
level, past and present health states are combined via
multiscale temporal pooling, and then sent to a neural
network that predicts future outcomes. Experiments
demonstrate the efficacy of DeepCare in modelling the
progression of sickness, providing remedies, and predict-
ing future danger. DeepCare provides four unique fea-
tures:

e Capturing long-term dependencies is made possible
through memory maintenance.

e Continuous distributed vector space contains ad-
missions of varying sizes.

o The forget gate is made a function of the irregular
time lag between successive time steps for irregular
timing.

e DeepCare is an end-to-end prediction model that
doesn’t depend on manual feature engineering, can
read generic medical data, infer current disease
states, and estimate future risk. It also doesn’t
need manual feature engineering..

The results show an increase in prediction accuracy
for diabetes and mental health, two significant cohorts
with high social and economic costs. The proposed
model predicts medical diagnoses at the next visit as
code for disease progression. The treatment proposal
section proposes the necessary treatment model for each
admission. Finally, the risk prediction is whether the
patient will return within a certain discharge period.
This period is three months for mental illness and 12
months for diabetes.

A research group in [15] have studied the effect of at-
tention mechanisms on forecasting issues in this area.
Since medical records are a reliable source of infor-
mation, it is important to use them when analyzing
patient records and predicting clinical outcomes. On
the other hand, unstructured data, and their analysis
requires models that facilitate human comprehension.
Even though the predictive power of a model is impor-
tant, its interpretability is also significant. As a result,
by developing a mechanism to pay attention to the cod-
ing part, they examined its effect in five sections: pre-
dicting, re-admission, death, phenotype, and predicting
hip and knee surgery complications. The authors assert
that although the attention mechanism improves the
performance of predictions, there is no explanation or



reasoning for the relationship between attention weights
and performance.

By utilizing several deep and sophisticated architec-
tures, the authors in [35] present several different repre-
sentations of medical data and then use these features
to predict two issues. The first is to predict the risk
of heart failure, and the second is to predict how long
the patient will stay in the intensive care unit (ICU).
According to the proposed method, the data is pre-
processed to one of the deep models before assigning
an output representation vector to each category. After
evaluating the results, the best is introduced. The deep
architectures in this study are stacked autoencoders,
deep belief networks (DBNs), and VAEs. The benefit
of VAE over conventional autoencoders is that it learns
the real distribution of the training data, as opposed
to simply memorizing the specific training dataset [13].
In the reported findings for the first problem, which
consists of a tiny data set, the disparities between the
models are rather minimal. In contrast, for the second
challenge, which has a larger data set, the framework
is extremely beneficial for leveraging a vast quantity of
unlabeled health records in order to extract a high-level
representation of labeled data for supervised learning
tasks.

Other works in the field of predicting the patient’s
condition and assessing the severity of the disease can
be referred to the research of [31]. Omne of the most
common criteria for assessing the status of patients ad-
mitted to the ICU is the sequential organ failure assess-
ment (abbreviated SOFA). The SOFA uses 13 variables
to evaluate the health of the body’s six vital organs.
This criterion can be used to assess the severity of the
disease and predict death. This paper present a new
model called DeepSOFA.

A new model named Resset, introduced in the pa-
per [24], can be used to interpret clinical data and pre-
dict future outcomes. In this model, the patient’s dis-
eases are modeled as a set of treatments in one admis-
sion. Finally, the health recovery process is modeled
as a sequence of admissions using an RNN. The experi-
ments were performed on both diabetes and mental ill-
ness. The model’s output predicts re-admission, treat-
ment recommendation, disease prognosis, and disease
progression. The results obtained in the re-admission
prediction section show the superiority of this method
over the basic model of machine learning (which is a
combination of the bag of words and logistic regression).
Of course, the model’s performance is almost similar to
that of a deep recurrent model. However, in the other
two areas (treatment recommendation and disease pre-
diction), the performance of the proposed model was
quite superior to the others.

The authors in [6] have developed a model that pre-

dicts re-hospitalization over the next 30 days while us-
ing deep learning techniques. They claim that the pro-

posed model can be interpreted and identified by im-
portant features by physicians. This model includes a
convolutional network that takes clinical notes during
discharge as input and predicts whether the patient’s
return within 30 days after discharge. The model is de-
signed with a few layers to facilitate interpretation, so
each expression can be examined to see how it affects
the patient’s re-admission.

There has also been proposed a method for predicting
the patients in ICU developed by [25]. The method uses
vital and laboratory information in the medical record
to predict re-admission within 24 hours, 72 hours, seven
days, 30 days, or between 24 and 72 hours. The predic-
tion was made by XGBoost models, random forest, and
logistic regression.

Researchers in [2] have developed a model to predict
the re-admission of patients with heart failure. The pro-
posed model is a deep RNNs made of LSTM units. The
presented framework tries to eliminate three shortcom-
ings in other research:

1. Exclusively uses human-derived characteristics or
only machine-derived features. The former discards
a substantial amount of information from each pa-
tient’s record, while the later disregards human in-
telligence’s knowledge and rules.

2. Ignores the chronological or sequential progression
of events included in EHRs. EHRs comprise a series
of measures (clinical visits) throughout time that
contain crucial information on the course of illness
and patient condition.

3. Fails to assess the skewness in terms of class imbal-
ance and varied costs of misclassification mistakes
(class imbalance problems are common with EHRs
data).

A deep prediction model by [3] provides a prediction
of the patient within 30 days following discharge. This
model uses two types of data:

e Sequential data (eg: historical medical events)
e Static data (eg: age)

In this research, two deep learning models are intro-
duced. The first is a modified model, a well-known
model, and is a convolutional network, and the other
is a bidirectional RNN. The data set used in this study
is MIMIC. The time sequence data is first converted
to new vectors by a skip-gram model in both proposed
models. By combining these vectors with static proper-
ties, the models can determine whether a patient needs
to be readmitted after being discharged. The effect of
static features on improving the model’s performance is
one of the outstanding features of this research.

76



It is a challenging and time-consuming process to ex-
tract and insert the correct codes into a patient’s file.
Hence authors in [14] proposed a deep learning model
that analyzes individual clinical notes and extracts as-
sociated ICD codes. This model and similar cases can
be beneficial to researchers in the field of information
extraction and preprocessing function.

According to the study of [23], VAE was used to rep-
resent patient information. The recurrent model regard-
ing to the time sequence of data are discussed in several
studies [26, 28, 24, 18]. Moreover, the researchers in
[4] employed SAVE in order to enhance the image data.
The SVAE model has not been applied to data obtained
from EHRs until now, and this is the first time that this
type of model has been applied to data obtained from
EHRs.

The research presented in this paper differs from the
earlier efforts in two significant ways. The model pro-
poses a novel supervised inference process based on
VAEs. The second distinction is that we are able to
accurately predict the conditions of patients using more
straightforward inputs that are practical for the real
world.

3 Background

Health records are intricate, diverse, and multidimen-
sional. Therefore, representation learning is required
to tackle these challenges and abstract medical data to
a higher level in order to deliver stronger features. In
contrast, labeling clinical data is difficult and expensive
in many instances (such as certain disorders) where the
data may be unlabeled. Representation learning with
an unsupervised method is a potent and valuable tech-
nique for extracting features from labeled or unlabeled
data that can enhance the performance of models [23].

The following are the primary issues associated with
the processing of electronic health records [5]:

1. Hyper dimensionality

2. Temporality referring to the succession of clinical
occurrences

3. Sparsity

4. The EHRs are characterized by irregularity, which
entails substantial variation

5. Including systemic flaws, bias is present in the med-
ical data

Representation learning can assist in overcoming
these obstacles and enhancing the performance of ma-
chine learning algorithms. Due of this, several re-
searchers have concentrated their efforts on represen-
tation learning techniques. Deep-learning approaches
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translate data to a higher level of abstraction us-
ing simple yet nonlinear transformations, and have
demonstrated promising performance in computer vi-
sion, speech recognition, and natural language process-
ing [23].

We briefly overview the variational autoencoder mod-
els (VAEs), and introduce supervised variational au-
toencoder models (SVAEs).

3.1 \Variational Autoencoder

In recent years, VAEs have been developed as a useful
method for learning to represent complex data. These
networks have already shown promising performance in
complex data including handwritten figures, faces, and
speech models. VAEs include an encoder, decoder and
hidden layers. Moreover, these models are probabilistic
generators [23].

Assume that our input data X and the variable z is
hidden, we have a total probability by Eq. (1):

P(X)= /P(X,z)dz = /P(X\Z)P(z)dz (1)

During the production phase, the VAE attempts to
maximize the probability of each X in the training set
according to Eq. (1). Also, P(X|z) is the probability
function of the observed data in terms of the hidden
variable, which specifies how to determine the distribu-
tion of the input data based on the sample distribution
of the hidden variable. The fundamental concept un-
derlying VAEs is to sample the values of the hidden
variables z and derive P(X) from them. Therefore, a
new function Q(z|X) is required to explain the distribu-
tion of z dependent on the value of X. In other words,
z is sampled from an arbitrary distribution, and @ can
be any distribution, such as the normal distribution,
in order to compute E, ~ QP(X|z). To do this, we
begin by matching P(z|X) and Q(z) based on the Kull-
backa€ “Leibler divergence between P(z|X) and Q(z)
for a desired Q:

DIQ(2)[|P(z|X)] = E= ~ Q[log Q(z) —log P(z|X)] (2)

Now, by applying the Bayesian rule to P(z|X),
Eq. (2) can be transformed into Eq. (3):

DI[Q(2)||P(2]X)] = E. ~ Q[log Q(z) — log P(X]z)
— log P(z)] + log P(X) (3)
In Eq. (3), the expression log P(z) is excluded from

mathematics because it does not depend on z. Now, by
rewriting Eq. (3), we come to Eq. (4):



log P(X) = D[Q(2)||P(2|X)] = E: ~ Q[log P(X|2)]
- D[Q()IIP(2)]  (4)

Eq. (4) is known as the core of VAEs. In fact, the right
side of the expression acts as a autoencoder, because )
encodes X in z, and P decodes it to reconstruct X [7].

The distribution type Q(z|X) is specified in the next
step. The proposed distribution is a normal distribu-
tion with parameters p(X) and X(X). In such a case,
Q(z]X) becomes N(u(X),X(X)), and P(z) becomes
N(0,1). Using the encoder, the means and covariances
are predicted (close to the previous distribution) and
then the decoder reconstructs the sample using the sam-
ple data. Since practicable sampling is not derivative
and derivability is required to propagate the gradient
backwards, a procedure called the reparameterization
trick is used. For example, in a normal distribution
with mean p and standard deviation o, sampling can
be done as Eq. (5):

z=p+oQ@e (5)

Here z is a random variable with normal distribution
with mean 0 and standard deviation of 1 (N(0,1)).
With this change, the variable can be derived from 2z
and f(z) to the mean and standard deviation parame-
ters. As a result, the problem of derivation and gradi-
ent propagation is solved. Figure 1 on the left shows
the sampling operation before reparameterization and
on the right, after reparameterization. In Figure 1, the
circle symbolizes randomness and the rhombus symbol-
izes certainty. As it turns out, after reparameterization,
z changes from random to definitive, making gradient
propagation possible [19, 9].
O

&
EROI0

Figure 1: Orginal vs Reparameterized [19, 9].

3.2 Supervised Variational Autoencoder

Recently, in several studies, the effect of adding a clas-
sification layer attached to the hidden layer of autoen-
coders has been investigated [20, 4]. Le and his col-
league theoretically and practically examine the effect
of adding a classification layer to an autoencoder and
call it a supervised autoencoder. This neural network

pursues two goals simultaneously: The first is the recon-

struction of samples, and the second is the classification
of samples. Experiments also show that the supervised

model not only has no defects in reconstruction but can
also improve generalizability [20].

Moreover, researchers in [4] believe that unlabeled
data is not only useful in reconstructing samples, but
also improving classification performance. In addition
to classification, labels also contribute to the reconstruc-
tion function.

4 Proposed Model

In this section, we present our proposed model for pre-
dicting the patient’s return to the hospital or the pa-
tient’s readmission after discharge.

Many researchers have tried to predict this issue in
different ways. However, one of the most common meth-
ods is to predict the patient’s return in the next few
days. This period is usually equal to 30 days, and it be-
comes a matter of two categories: whether the patient
will return to the hospital within 30 days of discharge.
Although the output of the problem is defined, the in-
puts of the proposed models are different. Here we are
going to make this prediction in the simplest possible
way. Therefore, the model’s input will be only the ICD
codes (International Classification of Diseases) and the
patient’s demographic, such as age. Several advantages
will result from this:

e This model can be transferred to hospitals in each
country and region. Because it is not dependent on
language and is trained with only a few diagnostic
codes and the patient’s demographic. Therefore,
it can be practically implemented even in hospitals
with other languages.

e Since it uses only ICD codes and does not interfere
with the details and vital signs of the patient, it can
be used in hospitals and areas with the low-order
facilities.

e Avoid heavy preprocessing such as language pro-
cessing operations on clinical notes.

e Time irregularity of data will not affect its perfor-
mance. However, the timing of care will be consid-
ered.

As input to the model, two sequences of ICD codes
are provided simultaneously. A third input provides the
model with the patient’s demographic. The output also
has three parts. The first and second outputs are a se-
quence of codes reconstructed by the autoencoder, and
the third output is a prediction of patient readmission.
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4.1 The proposed model structure

In this section, we present the structure of our proposed
model to solve the prediction problems. The proposed
model consists of two autoencoders that are trained in
parallel. Their hidden layer is sampled during the train-
ing and given as input to a classification. Thus, the er-
ror obtained by this model during training consists of
3 parts: two autoencoder reconstruction errors plus the
classification error. The ultimate goal of the model is to
minimize the sum of these three errors. Here the first
and second errors are each equal to the sum of the recon-
struction errors and the Kullbacka€ “Leibler difference
between the hidden distribution learned and the prior
distribution (Fig. 2), and the third error is the binary
classifier error.

neural network

neural network
decoder

encoder

loss = |[x-x][2 + KL UN(O, D] = |[x-d(2) |2 + KL ,N(0,1)]

Figure 2: Computing loss in VAE

Figure 3 represents the proposed model. The pro-
posed model consists of 3 primary parts.

Personal information Diagnosis Procedure
encoder encoder
sample | | sample
decoder decoder

Classifier Reconstructed Reconstructed
Diagnosis Procedure

:readmission prediction :

Figure 3: The proposed model

Part i: Procedure Autoencoder

This autoencoder receives the procedure codes in se-
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quence. This structure is similar to an encoder-decoder
for sentences. Each code is similar to a word, and each
sequence is similar to a sentence. This autoencoder
is responsible for representing and reconstructing
the treating process. Since these sequences have a
temporal property, the encoder uses recurrent units.
This part is made up of three smaller components:
the encoder, the decoder, and the hidden layer. The
encoder and decoder are made of recurrent units, and
the hidden layer consists of two vectors of mean and
standard deviation. A representation of the procedure
autoencoder can be found in figure 3.

Part ii: Diagnosis Autoencoder

This part is also similar to the procedure autoen-
coder. A sequence of codes is considered input, and
the reconstructed sequence is considered output. This
part is also made up of three smaller components:
an encoder, decoder, and hidden layer. The encoder
and decoder are made of recurrent units, and the
hidden layer will consist of two mean vectors and a
standard deviation. A representation of the diagnosis
autoencoder can be found in figure 3.

Part ii: Classification

The last part of this model will be the binary classifi-
cation. The classification input will be a sample of the
hidden procedure coding layer, a sample of the diagno-
sis coding, and the patient’s demographic. In fact, after
merging these three vectors, one vector is given to the
classification as the individual vector, and the predic-
tion will be made. Figure 3 also shows the classification
and its inputs.

5 Experimental Results

In this section, we give the experimental outcomes of
the proposed model, as well as the outcomes of related
algorithms. Before evaluating the suggested model, the
Experimental Setup is described.

5.1 Experimental Setup

The dataset used in this study is called MIMIC-III.
MIMIC-IIT is a large and free dataset that includes
health and care data of more than 40,000 patients. This
data set was collected from patients who were hospital-
ized in the intensive care unit of the Beth Israel Dea-
coness Medical Center from 2001 to 2012 [17].

The database contains demographic information,
hourly vital sign measurements, laboratory results,
treatment methods, drugs, clinical comments, imaging
data, and death records (inside or outside the center).



MIMIC is applicable to a variety of fields, including epi-
demiology, clinical decision improvement, and the cre-
ation of electronic devices. MIMIC-III possesses three
outstanding characteristics:

e It is freely accessible to researchers around the
globe.

e It includes a very large and diversified population
of ICU patients.

o [t includes information such as vital signs, test find-
ings, and prescriptions.

The relational database MIMIC-III has multiple ta-
bles. Identifiers, typically suffixed with ”ID,” connect
these tables; for example, HADM_ID refers to unique
hospital admission, and SUBJECT_ID refers to a unique
patient. Tables with the prefix "D _" are dictionaries and
contain definitions for identifiers. For example, each row
of OUTPUT- EVENTS contains a single ITEMID that
represents the measured concept but does not include
the actual name of the drug. OUTPUTEVENTS and
D_ITEMS can be connected to ITEMID to determine
what an ITEMID represents.

MIMIC-III tables include several categories:

1. The first category is used to define and follow the
patient’s stay in the hospital (such as PATIENTS
and ADMISSIONS)

2. The second category includes data recorded in
the ICU (such as CHARTEVENTS and NO-
TEEVENTS)

3. The third category is tables that contain informa-
tion about the hospital records system (such as
CPTEVENTS and DIAGNOSES_ICD)

4. The fourth category is dictionary tables (such as
D_CPT and D_ICD_DIAGNOSES)

A pre-processing step has been performed to prepare
the data for entering the introduced model; it will be
explained in the following.

1. Shortening diagnosis and procedure codes:

As mentioned earlier, diagnosis and procedure
codes are very long. On the other hand, the main
code also includes unnecessary details, which ulti-
mately reduces the model’s generalizability. There-
fore, only the first three digits of the ICD code are
used.

2. Build code sequences:

The codes of each admission are sequenced by in-
serting the space between the two codes.

3. Unify pad sequence length:

All code sequences are padded to ten sequences. If
the sequence length is more than ten, the first ten
are selected for diagnosis and the last ten for treat-
ment. Otherwise, it fills to zero until the number
reaches ten.

4. Eliminate elective admissions and infants:

Because the goal is to predict future emergency ad-
missions, optional admissions are eliminated to an-
ticipate only non-scheduled admissions. Also, ad-
missions for infants are excluded from the set of
tests.

5. Changing genetic classification:

Genetic classifications were changed to more gen-
eral categories for better generalizability. For in-
stance, several groups of Guatemalans and Domini-
cans of the Latin race were classified as Latin.

6. Change in marital status:

There were several cases for the status of isolated
individuals, all of which generally referred to one
type of category. So they became a single group.

7. Convert attributes to One-Hot encoding:

Batch characteristics such as place of admission,
type of reception, place of clearance were trans-
formed into OneHot vectors.

8. Normalization of numerical properties:

Numerical characteristics such as age and number
of days of stay were normalized.

9. Labeling:

All admissions that the patient returns to the in-
tensive care unit within 30 days of discharge are
labeled as one. Other admissions will be labeled
zero. On the other hand, the patient may have
died during discharge or within 30 days after dis-
charge, in which case the patient will be removed
from the data set. (Patients who die within 30 days
of discharge will be labeled 1 for hospital testing).

5.2 Evaluation Metrics

In this section, we present the outcomes of running
the model on our preprocessed data and compare them
to the relevant prediction methods. The majority of
prediction methods were tested using these standards.
Predicting a binary classifier for positive and negative
classes or one and zero can be in two ways:

e Identify exactly the category type for each sample.
The output should be zero or one, and the class of
that sample should predict exactly.
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e The output is likely to be positive or class one. In
this case, the output is numerically between zero
and one, which indicates the probability that the
sample belongs to a category.

In this latter scenario, the class matching to the
sample is typically predicted by establishing a thresh-
old, which is typically 0.5. Prediction with the second
method gives better control over the model’s perfor-
mance. As a result, the predicted classes of the model
can be changed by changing the threshold. By chang-
ing this threshold, the model evaluation criteria also
change. Therefore, it is possible to create multiple con-
fusion matrices and calculate different criteria several
times, which would not be rational.

Two criteria widely employed in this field’s study will
be introduced. The first criterion is the area beneath
the chart, while the second is the F-score:

e ROC Curve: The ROC curve is a graph depict-
ing the false positive rate versus the true positive
rate of the model for various thresholds. The hor-
izontal axis indicates the proportion of false posi-
tives, while the vertical axis reflects the proportion
of real positives. A true positive rate is calculated
by dividing the total number of accurate forecasts
by the sum of true positives and false negatives.
The rate of true positives is also known as sensi-
tivity or recall [22]. By calculating false positives
and true positives for different threshold values, a
curve is drawn from the bottom left to the top right,
which is called the ROC curve. The area below this
graph, a number between zero and one, evaluates
the model’s performance. The larger the level be-
low this graph, the better the model performance
in classifying the data. The classifier that does not
have the power to distinguish between positive and
negative classes is a diagonal line from point (0, 0)
to point (1, 1), and the area below the graph is 0.5.
Although ROC graphs are commonly used to eval-
uate classifiers in the presence of class imbalance,
they have a drawback: under class rarity, when the
problem of class imbalance is accompanied with a
small sample size of minority occurrences, the esti-
mates may be incorrect.

e F-score: This criterion is the harmonic mean of the
other two criteria, precision and recall. Precision is
the true positive divided by true positive plus false
positive [11].

5.3 Evaluation of the proposed model

In this section, various experiments will be performed,
and the results will be presented. Initially, several ex-
periments are performed to find some suitable param-
eters for the model. The effect of input characteris-
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tics on the model’s performance is then investigated.
The performance of the model handler is then explicitly
compared with older or so-called traditional machine
learning models. Finally, the results of the model are
compared with previous studies. To perform these ex-
periments, 85% of the data is used for training and 15%
for testing. 10% of training data is also used for valida-
tion. RMSprop with a training rate of 5e—5 is used as
a model optimizer. The criterion used for comparison
will also be the area below the graph.

In the first part, the size of the hidden layer vector,
and in the second part, the effect of the standard devi-
ation of the sampling layer on the model’s performance
is investigated.

In the first experiment, different values are used for
the size of the hidden layer of two VAEs to determine
the effect of size. The results are presented in Table 1.
The first column shows the size of the vector, that is,
the parameter under consideration. In order to ensure
the test conditions, each test is performed in 4 differ-
ent randomly distributed data modes, and the results
are averaged. Each random mode divides the data into
training and testing sections differently. It also (testing
in several different data distribution modes) increases
the model’s assurance of generalizability and reduces
the chance of random results. And, in the second col-
umn, the average and the final result are displayed with
a 95% confidence interval.

The results shown in Table 1 indicates that the best
value for the hidden layer size is 256. So by the end
of the experiments, the hidden layer’s size will be the
same.

Table 1: Determining the appropriate value for the size
of the hidden layer.

Number of Neurons Final Result

32 67.8 £0.6%

64 69.45 £+ 0.5%
128 70.88 + 0.2%
256 72.05 £ 0.4%

In the second experiment, the standard deviation
used for sampling is tested. In this case, as in the previ-
ous experiment, the test results will have the same con-
ditions. The results of these experiments are shown in
Table 2. The first column shows the standard deviation
of the sampling, and the second column shows the final
result, which is presented in the 95% confidence inter-
val. The table shows that the values 0.1 and 0.01 have
similar and close functions. Here, a standard deviation
of 0.1 will assist in the generalizability and sampling of
relatively more extensive space.

As mentioned earlier, the input features of the model
fall into three categories: procedure sequence, diagnosis



Table 2: Determining the appropriate value for the stan-
dard deviation of the sampling.

o Final Result

0.01 76.3+0.1%
0.1  76.45+0.4%
1 71.95 + 0.6%

sequence, and individual characteristics. In this section,
we will examine the effect of each of these features on the
model’s performance by performing experiments. Table
3 shows the results of these experiments. The zero or
one column of each attribute indicates that it is in the
model or that attribute is removed from the model.

Table 3: Impact of input features on model perfor-
mance.

Procedure Diagnosis Individual Final
Sequence Sequence Characteristics Result

1 0 0 69.25 +5.2%
0 1 0 72.5+2.2%
0 0 1 73.3+0.8%
1 1 0 75.65 + 0.2%
1 0 1 73.2 + 0.4%
0 1 1 74.2 + 0.8%
1 1 1 76.1 +0.2%

In the performance of single-feature models, the best
results are related to individual or static features. On
the other hand, the model’s performance has been out-
standing and acceptable, even with removing individual
characteristics and only using procedure and diagnosis
sequences. In fact, among the models with two features,
the best performance combines two features of diagno-
sis and treatment sequences. With all these interpre-
tations, the model’s performance in the case that uses
all three mentioned features has a significant advantage
over other test modes.

There are two sorts of output views for models. In
the first type, the patient returns to the hospital after
30 days, whereas in the second type, the patient returns
to the intensive care unit. In this study, all tests were
focused on returning to the ICU. In the two parts that
follow, the results will be contrasted with those of oth-
ers.

In the first view, that is, returning to the ICU and on
the same dataset, the research of [25] is available. The
comparison of the results of the mentioned research with
the present research is given in Table 4. The SVAE
model is our proposed model. Pakbin-1 is logistic re-
gression and Pakbin-2 is XGBoost. As it turns out,
our proposed model performs far better than the model
proposed by [25]. In our model test, the threshold for
determining whether the output label is zero or one to

calculate the F-score is 0.35. If the predicted probabil-
ity for the label is less than 0.35, that label is 0, and if
it is above 0.35, the label is considered 1.

Table 4: Comparing the performance of the proposed
model with other approaches (ICU).

Model Accuracy F1-Score
SVAE 76.28 +0.3% 0.45
Pakbin-1 [25] 73% 0.34
Pakbin-2 [25]  75% 0.37

In the second view, and for other comparisons, the pa-
tient’s return to the hospital is chosen as the label. In
this case, our method is compared with the research of
Balan et al. In the research of Balan et al.; several meth-
ods have been tested, the names of which can be seen in
Table 5. DeepR is one of the convolutional neural net-
work models previously introduced by academics. Balan
et al. were able to increase the performance of this
model, however, by adding static features and making
small adjustments. The Balan model is one of the better
models in the comparison table and is presented by the
same researcher. Our proposed model performs better
than logistic and recursive regression models but worse
than the modified Balan and DeepR models. Of course,
it should be noted that the Balan model uses more fea-
tures as input, while our proposed model achieves such a
function only with a series of diagnoses and treatments
and a limited number of individual features.

Table 5: Comparing the performance of the proposed
model with other approaches (Hospital).

Model Accuracy
SVAE 71.3+£0.4%
Logistic Regression 70%

RNN 68.9%
DeepR (Non-Static) 68%
DeepR (Static) 4%

Balan (Non-Static) [3]  67%

Balan (Static) [3] 74%

6 Conclusions and Future Work

The proposed method in this paper is an SVAE that
predicts the outcome of the problem and can be used to
reconstruct the diagnosis or procedure sequences. Our
proposed method has acceptable performance but can
also have better results by adding more features.

Since the proposed model has simple inputs, the re-
sults can be improved by adding more features. On

82



the other hand, using other deep models can be an-
other solution. Omne of the limitations of this study
was the amount of RAM consumed on the Google Co-
lab. Therefore, with the help of more advanced sys-
tems, more available data can be used. For example,
the use of clinical notes and laboratory results can ef-
fectively aid in increasing the quality of prediction. On
the other hand, some researchers have taught weights
for the hidden layer that can be used with more RAM.
The presence of a medical specialist can also be help-
ful in future research. In terms of output, the proposed
model also includes sequences reconstructed by the au-
toencoder, which can be used to predict the diagnosis
and treatment of patients or as assistant systems for
medical diagnosis. The simplicity of the input variables
and the independence of this model from the natural
language provide the ability to implement it with minor
facilities.
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