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Abstract

In the modern era, cloud computing has become a cor-
nerstone of computer science and networking. As a re-
sult, security concerns and the risk of intrusions have
emerged as critical challenges for individuals and orga-
nizations managing cloud networks. To address these is-
sues, developing an effective intrusion detection system
is crucial. Attackers continuously attempt to breach
cloud networks through various forms of attacks, which
can lead to significant data breaches and potentially
devastating consequences. Hence, identifying vulnera-
bilities and detecting attacks within cloud environments
is of paramount importance. This paper presents a
deep learning architecture utilizing a one-dimensional
Convolutional Neural Network (1D-CNN) for detect-
ing network attacks in cloud systems. This research
identifies nine different types of attacks on cloud net-
works. The evaluation was conducted using the CI-
CDDOS2019 dataset, yielding an accuracy of 99.92%.
These outcomes, as confirmed through practical exper-
iments, highlight the model’s high effectiveness.

Keywords: one-dimensional Convolutional Neural
Network(1DCNN), cloud computing (CC), CICD-
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System (IDS)

1 Introduction

Over the past few decades, the rise of sophisticated cy-
ber threats has significantly escalated, posing a range
of challenges for organizations [1]. Figure 1 depicts
the growing trend of attacks on cloud networks. This
scenario has driven the advancement of Intrusion De-
tection Systems (IDS). Implementing IDS is essential
both in academic settings and in practical network en-
vironments, as every cyberattack can result in financial
losses, harm to reputation, and potential legal reper-
cussions [2]. Protecting cloud networks from unautho-
rized access, ensuring secure user interactions, and safe-
guarding user data are critically important [3]. It’s
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Figure 1: The number of DDOS attacks in
cloud environmentshttps://www.stationx.net/
cloud-security-statistics/

Figure 2: The number of attacks in cloud environments
has significantly increased over the past 10 yearshttps:
//www.stationx.net/cloud-security-statistics/

essential to continuously address security vulnerabilities
and employ the latest technologies to counteract emerg-
ing threats [4]. Distributed Denial of Service (DDoS)
attacks represent a major threat by disrupting access
to cloud services and causing significant issues. The
vast amount of malicious data that infiltrates cloud en-
vironments is often varied and inconsistent, making it
a major cybersecurity challenge. In recent years, the
frequency and severity of DDoS attacks have increased
substantially, leading to serious repercussions for inter-
net and cloud service providers. Figure 2 . illustrates
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the rising trend of DDoS attacks in cloud environments.
DDoS attacks have the potential to inflict serious dam-

Figure 3: the architecture of a DDoS attack

ageon cloud networks, as they can illegitimately access
different parts of the system [5]. Figure 3 shows the
architecture of a DDoS attack, which is comprised of
four elements: the attackers, controllers, bots, and the
victim. These attacks overwhelm the server by infect-
ing devices and creating a botnet, generating high levels
of traffic that saturate the system and strain its capac-
ity [6]. Given the significant risk that DDoS attacks
present to service providers, tackling this issue has be-
come a necessity. To counter these threats, researchers
have designed a range of strategies to help reduce, de-
tect, and even prevent these attacks effectively. One ef-
fective approach to prevent these attacks is to create an
intrusion detection system [7]. Intrusion detection sys-
tems are valuable for boosting security against attacks
in cloud environments [8]. These systems monitor cloud
network traffic to identify unusual behaviors and protect
the network, helping to minimize financial and opera-
tional impacts. By analyzing network patterns, they
can detect anomalies and alert administrators to poten-
tial threats, enabling timely intervention to prevent at-
tacks. Essentially, IDS serve as virtual watchdogs, spot-
ting irregular intrusions and enhancing overall network
protection [6]. Intrusion detection systems are typically
categorized into three types: anomaly-based, signature-
based, and hybrid systems [9]. Anomaly-based sys-
tems focus on identifying unusual activities within a
network. They use statistical models, machine learn-
ing, deep learning, and other methods to analyze and
record normal patterns, which allows them to detect
deviations from these patterns [7]. A notable bene-
fit of these systems is their capability to identify zero-
day and previously unknown threats in cloud environ-
ments. Signature-based intrusion detection systems, of-

ten referred to as rule-based systems, detect attacks by
recognizing established traffic patterns. These systems
excel at identifying threats for which they have spe-
cific information. However, they have limitations: they
need frequent updates to their databases and are un-
able to detect new or zero-day attacks [6]. The optimal
solution would be to develop a system that can pro-
cess data in real-time while consuming fewer resources.
This approach would not only cut down on costs but
also enhance performance and responsiveness in rapidly
changing cloud environments. This study aims to create
an anomaly-based intrusion detection system capable of
precisely identifying and categorizing different types of
attacks using the CICDDOS2019 dataset. By leverag-
ing deep learning techniques, the system has achieved
notably successful outcomes. This study employs a one-
dimensional convolutional neural network (1D-CNN) to
identify and classify various types of attacks. An ad-
vanced deep learning model built on 1D-CNN has been
crafted for analyzing network traffic. The key contribu-
tions of this research include:

• Development of a highly effective and efficient in-
trusion detection system for cloud environments us-
ing deep learning techniques

• Thorough review of current deep learning methods

• Detailed analysis of the CICDDOS2019 dataset for
improved detection and updating

• Comprehensive comparison with existing network
intrusion detection systems

• Presentation of a novel classification approach
based on a one-dimensional convolutional neural
network

This thesis is organized into several key sections. Sec-
tion 2 offers an in-depth analysis of significant research
related to network intrusion detection systems that use
deep learning models. Section 3 focuses on the data and
preprocessing methods employed in the study. In Sec-
tion 4, the proposed approach for designing an intrusion
detection system (IDS) using deep learning techniques
is discussed. Section 5 presents and analyzes the results
of the model. Finally, Section 6 summarizes the findings
and provides recommendations for future research.

2 Related Work

In 2023, Ramzan and his team explored various deep
learning models, including Recurrent Neural Networks
(RNN), Long Short-Term Memory (LSTM) networks,
and Gated Recurrent Units (GRU), for detecting DDoS
attacks. They evaluated these models using the lat-
est dataset, CICDDoS2019, and compared their per-
formance with the earlier CICIDS2017 dataset. This
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comparison aimed to advance the development of effi-
cient and accurate DDoS detection methods while re-
ducing execution time and complexity. Their findings
revealed that while the models achieved similar accu-
racy rates of 0.99 on the CICDDoS2019 dataset, GRU
exhibited faster execution times compared to RNN and
LSTM [10]. In 2024, AlSaleh and his team developed
a Bayesian Convolutional Neural Network (BaysCNN)
for detecting DDoS attacks with the CICDDoS2019
dataset. Their model, consisting of 19 layers, achieved
an accuracy of 99.66%. By enhancing this model to
BaysFusCNN, which features 27 layers, they improved
the accuracy further, reaching an average of 99.79% [11].
In 2023, Elubeyd and his team utilized SDN to imple-
ment and evaluate multiple algorithms on the CICD-
DoS2019 dataset. They experimented with three dif-
ferent algorithms and found that the CNN approach
achieved an accuracy of 95%. By integrating these three
algorithms, they managed to significantly improve their
results, reaching an accuracy of 99.88% [12]. In 2024,
Shaikh and his team implemented a deep learning-based
system for detecting DDoS attacks using a CNN-LSTM
model with the CICDDoS2019 dataset. Their approach
achieved a high accuracy rate of 99.89%. They also
applied autoencoders for dimensionality reduction and
utilized SMOTE to tackle class imbalance issues [13].
In 2023, Shieh and team presented an intrusion de-
tection system utilizing a CNN algorithm on the CI-
CDDoS2019 dataset. By integrating geometric metric
features, they were able to enhance the algorithm’s ef-
fectiveness. Their system achieved a notable accuracy
of 99.8% and was capable of identifying zero-day at-
tacks [14].

3 Data preprocessing and analysis

3.1 Dataset

Researchers required a robust and up-to-date dataset
with a range of features and criteria, essential for
thoroughly testing, evaluating, and validating the
model [15]. In response, numerous datasets have been
created and released in recent years, providing re-
searchers with the resources they need to select and
apply the most data for their specific research objec-
tives [16]. In 2019, Ali Gasm and his colleagues created
this dataset to advance research in the development of
intrusion detection systems, and it was published by the
Canadian Institute for Cybersecurity (CIC) [14]. The
dataset includes common and up-to-date attacks that
closely resemble real-world data (PCAP). It also fea-
tures network traffic analysis results using CICFlowMe-
ter, which includes labeled flows based on time, source
and destination IPs, source and destination ports, pro-
tocols, and attacks [17]. This dataset is, in fact, an up-
dated version of the CICIDS2017 dataset, specifically

Table 1: Details of the CICDDOS2019 dataset

Dataset CICDDOS2019
Type Multi-class
Year 2019
Class 8

Number of Data 50,603,112
Number of Features 88

focused on DDoS attacks.The features of this dataset
are outlined in Table 1. The CICDDoS2019 dataset
is extensively utilized in research, especially for study-
ing cloud network attacks. Despite its comprehensive
coverage, the dataset has a critical issue that must be
addressed: class imbalance. This imbalance can lead
to inaccuracies in the classification process. In the re-
search, a selection of the primary features (totaling 88)
was utilized, while certain features were omitted. These
omitted features included data like source and destina-
tion IP addresses, timestamps, flow IDs, and similar
attributes. This left around 78 features in the dataset.
Of the remaining features, the final one (feature 78) in-
dicates the traffic classification within the bidirectional
flow and is used as the label. This dataset includes two
types of consumption profiles as well as multi-stage at-
tacks such as Heartbleed and various DoS and DDoS
attacks. The generated data is in CSV format and
contains records of traffic features. The CICDDoS2019
dataset comprises nearly fifty million sixty-three thou-
sand one hundred and twelve records, with fifty million
six thousand two hundred and forty-nine rows related
to DDoS attacks and approximately fifty-six thousand
eight hundred and sixty-three rows corresponding to
normal traffic. Each row contains 88 features. The at-
tacks in this dataset involve various protocols, including
Network Time Protocol (NTP), Microsoft SQL Server
(MSSQL), Domain Name System (DNS), and 12 types
of DDoS attacks such as UDP-Lag, LDAP, NetBIOS,
SSDP, SNMP, SYN, UDP, WebDDoS, and TFTP. In
the test dataset, there are seven different types of at-
tacks, including MSSQL, SYN, PortScan, LDAP, Net-
BIOS, UDP-Lag, and UDP. Table 2 presents the names
of the attacks and the count of each attack recorded in
the CICDDoS2019 dataset [18]

3.2 preprocess

During the data preprocessing stage, the first step in-
volved removing 10 columns where all the data values
were zero. Following this, any ‘NaN‘ (Not a Num-
ber) and ‘infinity‘ values were removed from the entire
dataset. After cleaning the data, logarithms with a base
of 10 were applied to large numerical values to prevent
potential issues during the training phase. After the log-
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Table 2: The names and counts of attacks in the CICD-
DoS2019 dataset

Attacks Number
UDP-Lag 3,415,526
LDAP 3,064,952
MSSQL 2,047,784
NetBIOS 2,037,197
SSDP 5,259,204
SNMP 3,307,012
SYN 10,059,013
UDP 5,897,745

WebDDoS 3,940,867
TFTP 2,976,949
NTP 3,229,524
DNS 5,770,476

Figure 4: Data Preprocessing Steps

arithm transformation, the numbers were normalized to
a range between -1 and 1. With these steps completed,
the data is now ready for training. The preprocessing
steps are illustrated in Figure 4.

4 Proposed Method

In this research, a one-dimensional convolutional neu-
ral network (1D-CNN) has been utilized for detecting

Figure 5: Data Preprocessing Steps

network attacks. The 1D-CNN is specifically designed
to operate on one-dimensional data. A 5-layer intru-
sion detection system has been developed using a CNN
model. This system consists of three one-dimensional
convolutional layers and two dense layers with sizes 128
and 4. To address data imbalance, a weighting method
has been applied. For the CICDDoS2019 dataset, due to
the large data volume and system memory constraints,
two separate intrusion detection systems were used: one
with four classes and the other with three classes. Fi-
nally, for the CICDDoS2019 dataset, the average of the
evaluation metrics was considered. Figure 5 illustrates
the architecture implemented in the CNN algorithm. In
convolutional neural networks, the convolutional layer
is responsible for filtering inputs and processing data.
This layer utilizes repeated filtering operations to ex-
tract important features. During this process, the in-
puts are multiplied by kernel weights to produce new
values known as feature maps. After this stage, the fea-
ture map is passed through the ReLU activation func-
tion. ReLU transforms negative inputs to zero and
passes positive inputs unchanged as output. This func-
tion helps the model learn more quickly and reduces
issues related to vanishing gradients. The formula 1 de-
fines this activation function.

Formole 1:

ReLU(x) = max(0, x)

Here, x represents the input to the activation function,
and Relu(x) is its positive output. Convolutional layers
are typically followed by additional blocks of convolu-
tional layers. Pooling layers are used to reduce depen-
dency on specific features and to prevent overfitting in
the model. These layers transform prominent features
into aggregated features. The choice between maximum
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pooling and average pooling depends on the filter size
and pooling type; in maximum pooling, the maximum
value of the feature is taken, while in average pooling,
the average value is computed. To mitigate overfitting
in deep networks, dropout layers are employed, which
prevent overfitting by randomly ignoring some neurons
during training. This process helps the model perform
better with test data (unknown data). After applying
dropout, the active inputs are scaled by a specific factor
so that the sum of all inputs remains constant using the
following formula 2:

Formole 2:

z =
1

1− rate

Therefore, assigning responsibility to some of the nodes
can introduce noise into the training process, and this
technique is applicable only during training. The use of
dropout increases the weights of the network. Next,
fully connected layers are connected to the previous
layers, and an activation function is applied to trans-
form the results into the final output. In this dataset,
the distribution of attacks and non-attacks is not bal-
anced, with attacks constituting only about 2% of the
total data [19]. To address the issue of data imbalance,
various algorithms are available, which can be catego-
rized into three main groups: preprocessing methods,
in-model methods, and post-processing methods [18].
One well-known algorithm in the preprocessing category
is SMOTE (Synthetic Minority Over-sampling Tech-
nique). This algorithm helps balance the dataset by
generating synthetic samples for minority classes. In ad-
dition to SMOTE [13], other preprocessing algorithms
include ADASYN, which focuses on generating syn-
thetic samples near the decision boundary to enhance
the quality of minority class samples. Methods like
Tomek Links and Edited Nearest Neighbors are also
employed to improve data balance and remove prob-
lematic samples. In this study, instead of using pre-
processing methods, an in-model algorithm has been
utilized. This algorithm includes weighting and nor-
malization techniques to assist in balancing the classes.
By applying a weighting function, higher weights are as-
signed to minority classes and lower weights to majority
classes. This approach helps maintain data balance and
improve model performance, as indicated by the follow-
ing formula 3:

Formole 3:

wi =
N

K × ni

In this formula, wi denotes the weight for class i. The
total number of samples in the dataset is represented by
N , while K refers to the total number of classes. The
variable ni stands for the number of samples in class
i. The weight wi is calculated by dividing N by the

product of K and ni. This method helps to balance the
influence of each class on the model by adjusting for the
class distribution in the dataset.

4.1 Proposed Method Architecture

The proposed architecture features three convolutional
layers, a dropout layer, pooling layers, and two dense
layers.

Convolutional Layers: The first convolutional
layer uses 32 filters with a kernel size of 5 and applies
the ReLU activation function. This layer processes the
input, transforming it into a vector with dimensions of
(32, 64). Following this, another convolutional layer is
added, also with 32 filters and a kernel size of 5.

Dropout Layer: After these two convolutional lay-
ers, a dropout layer with a rate of 0.2 is introduced.
This means that during each training step, about 20%
of the neurons are randomly turned off. The dropout
rate, which is set at 0.5 or 50% in this case, determines
the proportion of neurons that are deactivated. This
rate usually falls between 0 and 1.

Max-Pooling Layer: The dropout layer is followed
by a max-pooling layer with a pooling size of 2. The pur-
pose of the max-pooling layer is to reduce the number
of parameters that the model needs to learn, thereby
lowering its computational cost. The output is then
flattened into a one-dimensional vector by a flattening
layer.

Dense Layers: The final part of the architecture in-
cludes two dense layers that utilize the ReLU and Soft-
Max activation functions to make the final predictions.

The dataset was divided into two separate parts due
to memory constraints. Each part was further split into
two sections, with 80% used for training and 20% for
testing. Finally, the results obtained are averaged. The
classification performance of the 1DCNN was evaluated
using various metrics, including accuracy, precision, re-
call, and F1 score, as defined by the following formulas
from 4 to 7:

Formole 4:

Accuracy =
TP + TN

Total Samples

Formole 5:

Precision =
TP

TP + FP

Formole 6:

Recall =
TP

TP + FN

Formole 7:

F1 Score =
2× Precision× Recall

Precision + Recall
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Table 3: Parameters of the Proposed Model

Parameter Value(%)
Epoches 50
Optimizer Adam

Dropout Rate 0.2
Activation Function ReLU

Table 4: Results Obtained

Parameter Value(%)
Accuracy 99.92
Precision 99.94
Recall 99.93

F1 Score 99.93

Articles Model Dataset Accuracy(%)
[11] LSTM CICDDOS2019 99
[12] BaysFusCNN CICDDOS2019 99.79
[13] CNN CICDDOS2019 99.88
[14] CNN-LSTM CICDDOS2019 99.89
[15] CNN CICDDOS2019 99.8

Proposed Method 1D-CNN CICDDOS2019 99.92

Table 5: Comparison of the Proposed Method with
Other Studies

5 Experimental Results and Discussion

The classification results from the CNN are detailed in
Table 3. The results, obtained using the specified pa-
rameters, include an accuracy of 99.92%, precision of
99.94%, recall of 99.93%, and an F1 score of 99.93%
across 50 epochs, as shown in Table 4. Additionally,
there is a thorough comparison of the proposed method
with other studies on the dataset. Figures 6 and 7 il-
lustrate the loss and accuracy graphs for this dataset,
divided into two sections. Figure 8 presents the confu-
sion matrix for the model. Additionally, Table 5 offers
a comparative analysis of the proposed method against
other existing approaches, enhancing the presentation
and conclusions.

6 Conclusion and Future Work

In this research, a one-dimensional convolutional neural
network (1D-CNN) was utilized to identify DDoS at-
tacks. The preprocessing stage involved data cleaning,
applying logarithmic transformation, and removing ir-
relevant features. To handle class imbalance, weighting
methods were implemented. Future research could con-
sider alternative deep learning approaches and develop
novel strategies to address class imbalance and memory
limitations.

Figure 6: Plot of Loss Over 50 Epochs

Figure 7: Plot of Accuracy Over 50 Epochs
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Figure 8: Confusion Matrix
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