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Abstract

Researchers have long regarded model accuracy as a tool for evaluating the performance of classifi-
cation algorithms. The current evaluation approach, which relies solely on model accuracy, often leads
to inappropriate evaluation of classifiers, regardless of the dataset’s separability and complexity. This
limitation underscores the need for a new, more comprehensive method. We claim that evaluation based
on accuracy can be misleading, even if data separability or other complexity measure(s) are considered.
We compare the performance of well-known classifiers on datasets generated from Gaussian models.
We show that most algorithms’ accuracy is greater than that of the best theoretical method, leading
to overestimation. We label a model as invalid when its error dominates Bayes error. We introduce a
procedure for finding invalid models and propose an algorithm for model validation based on the Bayes
error rate.
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